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$$
\text { i.e., in Polish, }\left\{\begin{array} { l } 
{ x y z * * } \\
{ x y * x z * * }
\end{array} \quad \text { compare with associativity } \left\{\begin{array}{l}
x y z * * \\
x y * x *
\end{array}\right.\right.
$$

- Polish Algorithm: the same as for associativity.
- Example: $\boldsymbol{t}=x *((x * x) *(x * x)), \boldsymbol{t}^{\prime}=(x * x) *(x *(x * x))$, i.e., in Polish,

$$
\begin{array}{ll}
\boldsymbol{t}_{0}=x x x * x x * * * & \\
\boldsymbol{t}_{0}^{\prime}=x x * x x x * * * & \\
\boldsymbol{t}_{1}=x x * x x * * x x x * * * & \\
\boldsymbol{t}_{1}^{\prime}=x x * x x x * * * & \left(=\boldsymbol{t}_{0}^{\prime}\right) \\
\boldsymbol{t}_{2}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{1}\right) \\
\boldsymbol{t}_{2}^{\prime}=x x * x x * x x * * & \\
\boldsymbol{t}_{3}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{2}\right) \\
\boldsymbol{t}_{3}^{\prime}=x x * x x * * x x * x x * * * &
\end{array}
$$

- Left-selfdistributivity (LD) : $x *(y * z)=(x * y) *(x * z)$,

$$
\text { i.e., in Polish, }\left\{\begin{array} { l } 
{ x y z * * } \\
{ x y * x z * * }
\end{array} \quad \text { compare with associativity } \left\{\begin{array}{l}
x y z * * \\
x y * x *
\end{array}\right.\right.
$$

- Polish Algorithm: the same as for associativity.
- Example: $\boldsymbol{t}=x *((x * x) *(x * x)), \boldsymbol{t}^{\prime}=(x * x) *(x *(x * x))$, i.e., in Polish,

$$
\begin{array}{ll}
\boldsymbol{t}_{0}=x x x * x x * * * & \\
\boldsymbol{t}_{0}^{\prime}=x x * x x x * * * & \left(=\boldsymbol{t}_{0}^{\prime}\right) \\
\boldsymbol{t}_{1}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{1}\right) \\
\boldsymbol{t}_{1}^{\prime}=x x * x x x * * * & \\
\boldsymbol{t}_{2}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{2}\right) \\
\boldsymbol{t}_{2}^{\prime}=x x * x x * x x * * & \\
\boldsymbol{t}_{3}=x x * x x * * x x x * * * & \\
\boldsymbol{t}_{3}^{\prime}=x x * x x * * x x * x x * * * &
\end{array}
$$

- Left-selfdistributivity (LD) : $x *(y * z)=(x * y) *(x * z)$,

$$
\text { i.e., in Polish, }\left\{\begin{array} { l } 
{ x y z * * } \\
{ x y * x z * * }
\end{array} \quad \text { compare with associativity } \left\{\begin{array}{l}
x y z * * \\
x y * x *
\end{array}\right.\right.
$$

- Polish Algorithm: the same as for associativity.
- Example: $\boldsymbol{t}=x *((x * x) *(x * x))$, $\boldsymbol{t}^{\prime}=(x * x) *(x *(x * x))$, i.e., in Polish,

$$
\begin{array}{ll}
\boldsymbol{t}_{0}=x x x * x x * * * & \\
\boldsymbol{t}_{0}^{\prime}=x x * x x x * * * & \left(=\boldsymbol{t}_{0}^{\prime}\right) \\
\boldsymbol{t}_{1}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{1}\right) \\
\boldsymbol{t}_{1}^{\prime}=x x * x x x * * * & \\
\boldsymbol{t}_{2}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{2}\right) \\
\boldsymbol{t}_{2}^{\prime}=x x * x x * x x * * & \\
\boldsymbol{t}_{3}=x x * x x * * x x x * * * & \\
\boldsymbol{t}_{3}^{\prime}=x x * x x * * x x * x x * * * & \\
\boldsymbol{t}_{4}=x x * x x * * x x * x x * * * & \\
\boldsymbol{t}_{4}^{\prime}=x x * x x * * x x * x x * * * & \left(=\boldsymbol{t}_{3}^{\prime}\right)
\end{array}
$$

- Left-selfdistributivity (LD) : $x *(y * z)=(x * y) *(x * z)$,

$$
\text { i.e., in Polish, }\left\{\begin{array} { l } 
{ x y z * * } \\
{ x y * x z * * }
\end{array} \quad \text { compare with associativity } \left\{\begin{array}{l}
x y z * * \\
x y * x *
\end{array}\right.\right.
$$

- Polish Algorithm: the same as for associativity.
- Example: $\boldsymbol{t}=x *((x * x) *(x * x))$, $\boldsymbol{t}^{\prime}=(x * x) *(x *(x * x))$, i.e., in Polish,

$$
\begin{array}{ll}
\boldsymbol{t}_{0}=x x x * x x * * * & \\
\boldsymbol{t}_{0}^{\prime}=x x * x x x * * * & \left(=\boldsymbol{t}_{0}^{\prime}\right) \\
\boldsymbol{t}_{1}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{1}\right) \\
\boldsymbol{t}_{1}^{\prime}=x x * x x x * * * & \\
\boldsymbol{t}_{2}=x x * x x * * x x x * * * & \left(=\boldsymbol{t}_{2}\right) \\
\boldsymbol{t}_{2}^{\prime}=x x * x x * x x * * & \\
\boldsymbol{t}_{3}=x x * x x * * x x x * * * & \\
\boldsymbol{t}_{3}^{\prime}=x x * x x * * x x * x x * * * & \\
\boldsymbol{t}_{4}=x x * x x * * x x * x x * * * & \\
\boldsymbol{t}_{4}^{\prime}=x x * x x * * x x * x x * * * & \left(=\boldsymbol{t}_{3}^{\prime}\right)
\end{array}
$$

So $\boldsymbol{t}_{4}=\boldsymbol{t}_{4}^{\prime}$, hence $\boldsymbol{t}_{0}$ and $\boldsymbol{t}_{0}^{\prime}$ are $L D$-equivalent.
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## - Conjecture. - The Polish Algorithm works for left-selfdistributivity.

- Known.- (i) If it terminates, the Polish Algorithm works for left-selfdistributivity.
(ii) The smallest counter-example to termination (if any) is huge.

1. The Polish Algorithm for Left-Selfdistributivity
2. Handle reduction of braids
3. Subword reversing for positively presented groups
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- Example:

$$
\boldsymbol{w}_{0}=\text { aabAbbAA }
$$

- A true (but infinite) rewrite system.
- Alphabet: $\mathrm{a}, \mathrm{b}, \mathrm{A}, \mathrm{B}$ (think of A as an inverse of a , etc.)
- Rewrite rules:
- $\mathrm{aA} \rightarrow \varepsilon, \mathrm{Aa} \rightarrow \varepsilon, \mathrm{bB} \rightarrow \varepsilon, \mathrm{Bb} \rightarrow \varepsilon \quad$ (so far trivial: " free group reduction")
$-\mathrm{abA} \rightarrow \mathrm{Bab}, \mathrm{aBA} \rightarrow \mathrm{BAb}, \mathrm{Aba} \rightarrow \mathrm{baB}, \mathrm{ABa} \rightarrow \mathrm{bAB}$, and, more generally,
$-\mathrm{ab}^{i} \mathrm{~A} \rightarrow \mathrm{Ba}^{i} \mathrm{~b}, \mathrm{aB}^{i} \mathrm{~A} \rightarrow \mathrm{BA}^{i} \mathrm{~b}, \mathrm{Ab}^{i} \mathrm{a} \rightarrow \mathrm{ba}^{i} \mathrm{~B}, \mathrm{AB}^{i} \mathrm{a} \rightarrow \mathrm{bA}^{i} \mathrm{~B}$ for $i \geqslant 1$.
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- Example:

$$
\begin{aligned}
& \boldsymbol{w}_{0}=a \underline{a b A b b A A} \\
& \boldsymbol{w}_{1}=a \mathrm{BabbbAA}
\end{aligned}
$$

- A true (but infinite) rewrite system.
- Alphabet: $\mathrm{a}, \mathrm{b}, \mathrm{A}, \mathrm{B}$ (think of A as an inverse of a , etc.)
- Rewrite rules:
- $\mathrm{aA} \rightarrow \varepsilon, \mathrm{Aa} \rightarrow \varepsilon, \mathrm{bB} \rightarrow \varepsilon, \mathrm{Bb} \rightarrow \varepsilon \quad$ (so far trivial: " free group reduction")
$-\mathrm{abA} \rightarrow \mathrm{Bab}, \mathrm{aBA} \rightarrow \mathrm{BAb}, \mathrm{Aba} \rightarrow \mathrm{baB}, \mathrm{ABa} \rightarrow \mathrm{bAB}$, and, more generally,
$-\mathrm{ab}^{i} \mathrm{~A} \rightarrow \mathrm{Ba}^{i} \mathrm{~b}, \mathrm{aB}^{i} \mathrm{~A} \rightarrow \mathrm{BA}^{i} \mathrm{~b}, \mathrm{Ab}^{i} \mathrm{a} \rightarrow \mathrm{ba}^{i} \mathrm{~B}, \mathrm{AB}^{i} \mathrm{a} \rightarrow \mathrm{bA}^{i} \mathrm{~B}$ for $i \geqslant 1$.
- Aim: obtain a word that does not contain both a and A.
- Example:

$$
\begin{aligned}
& \boldsymbol{w}_{0}=a \underline{a b A b b A A} \\
& \boldsymbol{w}_{1}=a \underline{a b a b b b A A}
\end{aligned}
$$

- A true (but infinite) rewrite system.
- Alphabet: $\mathrm{a}, \mathrm{b}, \mathrm{A}, \mathrm{B}$ (think of A as an inverse of a , etc.)
- Rewrite rules:
- $\mathrm{aA} \rightarrow \varepsilon, \mathrm{Aa} \rightarrow \varepsilon, \mathrm{bB} \rightarrow \varepsilon, \mathrm{Bb} \rightarrow \varepsilon \quad$ (so far trivial: " free group reduction")
$-\mathrm{abA} \rightarrow \mathrm{Bab}, \mathrm{aBA} \rightarrow \mathrm{BAb}, \mathrm{Aba} \rightarrow \mathrm{baB}, \mathrm{ABa} \rightarrow \mathrm{bAB}$, and, more generally,
$-\mathrm{ab}^{i} \mathrm{~A} \rightarrow \mathrm{Ba}^{i} \mathrm{~b}, \mathrm{aB}^{i} \mathrm{~A} \rightarrow \mathrm{BA}^{i} \mathrm{~b}, \mathrm{Ab}^{i} \mathrm{a} \rightarrow \mathrm{ba}^{i} \mathrm{~B}, \mathrm{AB}^{i} \mathrm{a} \rightarrow \mathrm{bA}^{i} \mathrm{~B}$ for $i \geqslant 1$.
- Aim: obtain a word that does not contain both a and A.
- Example:

$$
\begin{aligned}
& \boldsymbol{w}_{0}=\text { aabAbbAA } \\
& \boldsymbol{w}_{1}=\text { aBabbbAA } \\
& \boldsymbol{w}_{2}=\text { aBBaaabA }
\end{aligned}
$$

- A true (but infinite) rewrite system.
- Alphabet: $\mathrm{a}, \mathrm{b}, \mathrm{A}, \mathrm{B}$ (think of A as an inverse of a , etc.)
- Rewrite rules:
- $\mathrm{aA} \rightarrow \varepsilon, \mathrm{Aa} \rightarrow \varepsilon, \mathrm{bB} \rightarrow \varepsilon, \mathrm{Bb} \rightarrow \varepsilon \quad$ (so far trivial: " free group reduction")
$-\mathrm{abA} \rightarrow \mathrm{Bab}, \mathrm{aBA} \rightarrow \mathrm{BAb}, \mathrm{Aba} \rightarrow \mathrm{baB}, \mathrm{ABa} \rightarrow \mathrm{bAB}$, and, more generally,
$-\mathrm{ab}^{i} \mathrm{~A} \rightarrow \mathrm{Ba}^{i} \mathrm{~b}, \mathrm{aB}^{i} \mathrm{~A} \rightarrow \mathrm{BA}^{i} \mathrm{~b}, \mathrm{Ab}^{i} \mathrm{a} \rightarrow \mathrm{ba}^{i} \mathrm{~B}, \mathrm{AB}^{i} \mathrm{a} \rightarrow \mathrm{bA}^{i} \mathrm{~B}$ for $i \geqslant 1$.
- Aim: obtain a word that does not contain both a and A.
- Example:

$$
\begin{aligned}
& \boldsymbol{w}_{0}=a \operatorname{abAbbAA} \\
& \boldsymbol{w}_{1}=a B \underline{B a b b b A A} \\
& \boldsymbol{w}_{2}=a \mathrm{BBaaabA}
\end{aligned}
$$

- A true (but infinite) rewrite system.
- Alphabet: $\mathrm{a}, \mathrm{b}, \mathrm{A}, \mathrm{B}$ (think of A as an inverse of a , etc.)
- Rewrite rules:
- $\mathrm{aA} \rightarrow \varepsilon, \mathrm{Aa} \rightarrow \varepsilon, \mathrm{bB} \rightarrow \varepsilon, \mathrm{Bb} \rightarrow \boldsymbol{\varepsilon} \quad$ (so far trivial: " free group reduction")
$-\mathrm{abA} \rightarrow \mathrm{Bab}, \mathrm{aBA} \rightarrow \mathrm{BAb}, \mathrm{Aba} \rightarrow \mathrm{baB}, \mathrm{ABa} \rightarrow \mathrm{bAB}$, and, more generally,
$-\mathrm{ab}^{i} \mathrm{~A} \rightarrow \mathrm{Ba}^{i} \mathrm{~b}, \mathrm{aB}^{i} \mathrm{~A} \rightarrow \mathrm{BA}^{i} \mathrm{~b}, \mathrm{Ab}^{i} \mathrm{a} \rightarrow \mathrm{ba}^{i} \mathrm{~B}, \mathrm{AB}^{i} \mathrm{a} \rightarrow \mathrm{bA}^{i} \mathrm{~B}$ for $i \geqslant 1$.
- Aim: obtain a word that does not contain both a and A.
- Example:

$$
\begin{aligned}
& \boldsymbol{w}_{0}=a \operatorname{abAbbAA} \\
& \boldsymbol{w}_{1}=a \overline{B a b b b A A} \\
& \boldsymbol{w}_{2}=a B B a a a b A \\
& \boldsymbol{w}_{3}=a B B a a B a b
\end{aligned}
$$

- A true (but infinite) rewrite system.
- Alphabet: $\mathrm{a}, \mathrm{b}, \mathrm{A}, \mathrm{B}$ (think of A as an inverse of a , etc.)
- Rewrite rules:
- $\mathrm{aA} \rightarrow \varepsilon, \mathrm{Aa} \rightarrow \varepsilon, \mathrm{bB} \rightarrow \varepsilon, \mathrm{Bb} \rightarrow \boldsymbol{\varepsilon} \quad$ (so far trivial: " free group reduction")
$-\mathrm{abA} \rightarrow \mathrm{Bab}, \mathrm{aBA} \rightarrow \mathrm{BAb}, \mathrm{Aba} \rightarrow \mathrm{baB}, \mathrm{ABa} \rightarrow \mathrm{bAB}$, and, more generally,
$-\mathrm{ab}^{i} \mathrm{~A} \rightarrow \mathrm{Ba}^{i} \mathrm{~b}, \mathrm{aB}^{i} \mathrm{~A} \rightarrow \mathrm{BA}^{i} \mathrm{~b}, \mathrm{Ab}^{i} \mathrm{a} \rightarrow \mathrm{ba}^{i} \mathrm{~B}, \mathrm{AB}^{i} \mathrm{a} \rightarrow \mathrm{bA}^{i} \mathrm{~B}$ for $i \geqslant 1$.
- Aim: obtain a word that does not contain both a and A.
- Example:

$$
\begin{aligned}
& \boldsymbol{w}_{0}=a \operatorname{ababbAA} \\
& \boldsymbol{w}_{1}=a \mathrm{BabbbAA} \\
& \boldsymbol{w}_{2}=a \mathrm{aBBaab} A
\end{aligned}
$$

$$
\boldsymbol{w}_{3}=\mathrm{aBBaaBab}, \quad \leadsto \text { a word without } \mathrm{A}
$$
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```
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BaCCA
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```
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- Experimental evidence.- It terminates in quadratic time (for every $\boldsymbol{n}$ ).
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$\leadsto$ For each $n$, the group $B_{n}$ of $\boldsymbol{n}$-strand braids (E.Artin, 1925).
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1. The Polish Algorithm for Left-Selfdistributivity
2. Handle reduction of braids
3. Subword reversing for positively presented groups
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- if reversing is complete for $(\boldsymbol{A}, \boldsymbol{R})$, then it is terminating
iff any two elements of the monoid $\langle\boldsymbol{A} \mid \boldsymbol{R}\rangle^{+}$admit a common right-multiple.
- Question.- What are YOU say about reversing?

For the Polish Algorithm:

- P. Dehornoy, Braids and selfdistributivity, Progress in math. vol 192, Birkhaüser 2000 (Chapter VIII)
- O. Deiser, Notes on the Polish Algorithm, deiser@tum.de (Technishe Universität München)

For Handle Reduction of braids:

- P. Dehornoy, with I. Dynnikov, D. Rolfsen, B. Wiest, Braid ordering, Math. Surveys and Monographs vol. 148, Amer. Math. Soc. 2008 (Chapter V)

For reversing associated with a semigroup presentation:

- P. Dehornoy, with F. Digne, E. Godelle, D. Krammer, J. Michel, Foundations of Garside Theory, submitted www.math.unicaen.fr/~dehornoy/ (Chapter II)

