5. XARBE BMXEESEE(2):
(TFRK5.2)
5.2. EX K

BHO7AOEREIAREE
TRIEINBAIENZLY,

#5l) P =(P)=(P+P)
=(a+P)=(a+(P))

=a+(P+P))
=(at(ata))
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5. Context Free Language (2):
(Text 5.2)

5.2. Parse Tree
The process of derivations

are usually described by
Tree Structure.

EX) P =(P)=(P+P)
=(at+P)=(a+(P))

AN

=(a+(at+P))

=(at+(a+a))
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5.2.* Tree

Node (vertex): Point

Arc (edge): Line joining two nodes.
Tree consists of nodes and edges,
which contains no cycle.

Arc (edge)

Node (vertex)

. Rectangle with label.

Root: One special node in a tree
(Usually) it placed on the top.

Parent/children: For

two nodes joined by an arc, the

node closer to the root is parent, and the other one is

child.

|_eaf: a node associated to exactly one arc.

Ancestor/Successorx

(1. Node v is its ancestor and successor.
2. A child of a successor Is successor,

| 3. Aparent of an ancestor Is ancestor.

Left child and right child are distinguished. (So-called

ordered tree.)
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5.2.1. #EXAKDIER P
X% G=(V,T,P,S) IZx L T. GDIEX AR &I, !
LTOFEEmE-TK: (| P 1)
1.
2.

ECIEWERIZIIVEERIREEF) NI ,
EDQINILIZRODENIN—D €
1. TOEREESRD>TNAIES)

2. VOER(FFEHBRTDIES)

3. e (ZDEINBEOME—DFHDOLE)
ETHWERADISNILNAT. FOISNILAEMNS

Xy, Xy ooy Xe
B, G IXUTOE/MIRAIZRED
A= XX X ([ 5 )
| = P—(P)
C| (P D)




5.2.1. Construction of a parse tree P
For a grammar G=(V,T,P,S), the parse tree of G

IS a tree that satisfies the following conditions: C P )

» Inner nodes (non-leaf) have labels in V
(Nonterminal) €

» Leaf has one of the following labels
» Element in T (derivation ends for the node)
» Element in V (derivation does not end for the node)
» & (the leaf is the unique child of its parent)

» For each inner node of label A has children of labels
Xl, XZ, e Xk,

a h

G has the production P
rule A — X1X2...Xk. <:::> P (P)

J




5. XARBE BMXEESEE(2):
(TFRA5.2)

5.2.1. X RKDFER
{1)

G,={{P}. {0,1}, A, P}
A:P—¢&|0]|1|0PO|1P1
10100101HE H

P=1P1=10P01=101P101
=1010P0101=10100101

10100101 D #E XK
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5. Context Free Grammar (2):

(Text 5.2)

5.2.1. Construction of a parse tree
EX)
G,={{P}, {0,1}, A, P}
A:P—¢g|0|1|0P0|1P1
The derivation of 10100101

P=1P1=10P01=101P101
=1010P0101=10100101

The parse tree of 10100101
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5. XARBE BXEESEE(2):
(TF+AF5.2)

522. X ARKDER
X AN
1. BOIRNILHAHRES
2. EDINILHAITARTRIGESH €
DEE.EDINILEEMNLIAIRT=- /
0

oo T

XNFINEBEIXRDAREE D,

(cf.ac=€a=a)

11011

v 0
[BUAl] 3E G ITE>TEHESNDEDES
i v N : y 3 =R é
Ilﬁ G 0)’%&*@&%(%%:"3@% 10100101
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5. Context Free Grammar (2):
(Text 5.2) P

5.2.2. Yield of a parse tree
Suppose a parse tree satisfies
1. the label of the root is start symbol
2. all labels of leaves are terminals or €.
Then the string obtained by the sequence
of labels from left to right is called ‘yield’
of the parse tree. (c.f.ac=ca=a) 1101

O« Ui« Ui« U«

e 1011|101

[Observation] The set of words derived from G \l
=The set of yields of the parse tree of G. 10100101
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5. XHARBE BIGEESE(2):
(TF+AK5.2)

5.2.3. #Eim - B H - 3K
. FHIRHIHE
XFH(EE=Rimic 5o FEiL 5 GERIREES)
- BH(REEBHISEHEH)
HEEESEERImEE BB XFFI(EE
- #3XK
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5. Context Free Grammar (2):
(Text 5.2)

5.2.3. Recursive Inference=Derivation=Parse Tree

Recursive Inference
From a Word (=Terminal symbols) to the Start symbol
(Nonterminal symbol)

Derivations (Leftmost derivation and Rightmost derivation)
From the Start symbol (Nonterminal symbol) to
a Word (=Terminal symbols)

Parse Tree
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5. XARBE BMXEESEE(2):
(T AK5.2)

5.2.3. #E&m - B H - fE K
X% G=(V,T,P,S) ITDWWTLULTFIXIT R TREIE:
1. RIREEEF wHhHoZEH S A EBIFRIIZH R

TES
2. S w
e« 3—2 4—2 [ BHH
3 S * 5—3, 54 [LXFf
' y:d
4. S % W 1—5 5—3 2—1 %57,

5. SZTIREL.WERRBLET HEXARMNELE, 13/34




5. Context Free Grammar (2):
(Text 5.2)

5.2.3. Recursive Inference=Derivation=Parse Tree

For a grammar G=(V,T,P,S), the followings are equivalent.
1. From aword w, the start symbol S can be recursively 6

inferred.
2. SSw
*
3. S ; w e 3—2, 4—2 : trivial
N e 5—3, 5—4 :symmetric
4. SZW We show 1—5, 5—3, 2—1.

5. There is a parse tree such that the label of the root is S, and
Its yield is w.
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5. XARB B3XGEETEE(2):

(T

Z5.2)

5.2.4. BIRRIHEER M DR A (1—5)
[FEIE] CFG G=(V,T,P,S) [ZxiL . BIRAIHEIETIE W
NEHS DEEICELTLNALEL, SEIRELT,
WZERRETDEXARANERET D,

[RERA] w A S D FEEIZ

EL TSI EETIELHD

ATV HIZET HIRMNE,

[RBEw NS HBIRTYI TELTESES
AR EI S»w AP IZASTULYS,
L= > THEXAKRNEFE,
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5. Context Free Grammar (2):
(Text 5.2)

5.2.4. From Recursive Inference to Parse Tree(1—5)

[Theorem] For a CFG G=(V,T,P,S), if w can be inferred to the
start symbol S, there Is a parse tree T such that T has a root
with label S and yield w.

[Proof] Induction for the number of steps of the derivation to
check if w is inferred to the start symbol S.

[Base] w Is derived from S with one step. P
P contains the rule S—w.
Hence there is a parse tree (right figure).

W
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5.2.4. BIRHIHER N SE LR (1—5)

[ 7€ 8

8] CFG G=(V,T,P,S) [ZxtL . BIRRIHEER TiE w HEEL S

DERBICBLTWALL, STRELT. WERRET D
BXABEET B,

[ZEBAlW M S DEEIZBLTWA I EETRITEHDRATYT
B9 BIRINIE,
[IBEH] W DY S hvid n+l AT T (n> 1) TEHTEDHIGE
[IEEEDIRTE] G IZBWTE x AL B DEEICEL
TWT DO XDBABIS N ATYIT LU T CEHRTESLX
5. BZERELT X TR ET HEIXAKNEFE,
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5.2.4. From Recursive Inference to Parse Tree(1—5)
[Theorem] For a CFG G=(V,T,P,S), if w can be inferred to the

start symbol S, there Is a parse tree T such that T has a root
with label S and yield w.

[Proof] Induction for the number of steps of the derivation to
check if w is inferred to the start symbol S.
[Inductive step] Suppose that w can be derived from S with
n+1 (n>1) steps.
[Inductive hypothesis] On G, if a word x is inferred to a

nonterminal B, and x can be derived from B at most n steps,
there Is a parse tree T’ such T’ has the root with label B, and

yield x.
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5.2.4. BIRBIHE SR M B KRA~(1—5)
[GEBHIW AN SDEEIZBLTWAILERTEHDODRATYS
IZER 9 DIRNE,
[IREN] w AY S A5 n+l RTYT (n> 1) TEHTESHIHEE
[IRHEDIRTE] G ICBWTEXMNEH B DEEICEL
TWT. D DOXABMS N ATYTLU T CEHTESRL
5. BEIBELT X EFRRET HEXARIEE,

WIXSHhon+tl ATYT TEHTELND T, P (FAERGREI
S — X, X,...X,

36 M0
X QWi

W = W,W,... W,

Zim=9 XF5 wy, wy, ..., w, BFET Do
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5.2.4. From Recursive Inference to Parse Tree(1—5)

[Proof] Induction for the number of steps of the derivation to
check if w is inferred to the start symbol S.

[Inductive step] Suppose that w can be derived from S with
n+1 (n>1) steps.

[Inductive hypothesis] On G, if a word x is inferred to a
nonterminal B, and x can be derived from B at most n steps,
there Is a parse tree T’ such T’ has the root with label B, and
yield x.

Since w can be derived from S with n+1 steps, P has a
production rule

S = X X5... X,
and there are substrings wy, w,, ..., w, such that

*
Xi =W,
W = W, Wy, . W,
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5.2.4. BIRHIHERMNDE X KA (1—5)
[REA] W DS S MBS n+l RTYT(n> 1) TEHTESIEE

[IEHEDIRE] G IZBWWTE X AZEH B DEEICEL
TWT. M DOXMAB NS N ATYITLU T CEHTESN
5. BEEELT XZTHEBRETLHIEXARNEFEE,

WIiES M5 n+tl ATV T TEHTEASD T, P IX3EE
S = X X,..X, &d5E, MDD X

X, Sw, (WA Ty T U T TEHETED)

W = W W,... W, J A\
T X Wy, W, ..., W, NETET B, ol
GIZEBWTE W, [XIZEH X DEZEICEL. MDD n ATy
FLUTCEHETELD T, BMEORELY . X, FHREL
Tw,EZRBETIEIANEET D,
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5.2.4. From Recursive Inference to Parse Tree(1—5)

[Inductive step] Suppose that w can be derived from S with
n+1 (n>1) steps.
[Inductive hypothesis] On G, if a word x is inferred to

nonterminal B, and x can be derived from B at most n steps,
there is a parse tree T’ such T’ has the root with label B, and

yield x.
Since w can be derived from S with n+1 steps, P has
a production rule S — X, X,...X,, and there are X
substrings wy, w,, ..., w, such that
X ;’Wi Y\
/ \
W = W Wy, .. W,. Wi

In G, the words w; Is inferred to symbol X;, which
can be derived at most n steps. Hence, by inductive
hypothesis, there is a parse tree with the root labeled

X; that has yield w;. 22134



5.2.4. BIRBIHESRD DX KR (1—5)
[IEE]w DY S D5 n+l AT T (n>1)TELHTESIGE
W& S M5 n+l AT YT TEHTEAD T, P (FAERRA
S — X X,... X,
ziH. D )
Xi 2PW;, W =W W,...W,
=9 XFS W, W,, ..., w, BNEFEET S,

RAEDRE LY. X, FRELT w, EREET HEANTE
5%, CRODEIANL LU T O AEERT L. S A
5w EEHT AR ENS,

S
U\ U\ U\ U\
A Y U
Wy 2 W, Wi 23134




5.2.4. From Recursive Inference to Parse Tree(1—5)

[Inductive step] Suppose that w can be derived from S with n+1
(n>1) steps.

Since w can be derived from S with n+1 steps, P has a
production rule S — X, X,...X,, and there substrings w,,w,,...,w,
such that

X; Qwi

W = W, W,...W,.
By inductive hypothesis, there Is a parse tree with the root

labeled X; that has yield w;. From the parse trees, we construct
the following parse tree which derives w from S.

S

X1 X, X Xy
Y\ Y\ . Y\ o Y\

Wy 2 Wi W
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5. XARBE BMXEESEE(2):
(TFRAK5.2) p
5.25. X KM bixEEHA(5—3)

ERR3:0] () P D)
BXAEEBET = N
FIBEIERT S P

CEITHIET B - ‘
@O0
f5) P =(P)=>(P+P)
=(a+P)=(a+(P)) - : -
=a+(P+P))
= (a+(a+P)) ; v

=(at+(a+a)) @ @
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D. Contextmr (2):

(Text 5.2

5.2.5. From Parse Tree to Leftmost=
Derivation (5—3)

Intuitively, Depth first (and left
first) search for the parse tree gives P

the leftmost derivation.
o2

EX) P =(P)=(P+P)
=(atP)=(a+(P))
=>at(P+P)
=(at+(atP))
=(at(ata))

P
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5. XARBE BMXEESEE(2):
(T AK5.2)

5.2.5. X AN bE®REEHA~(5—3)
[FE 3] CFG G=(V,T,P,S) [ZxfL. ZE# S Hgtl,\ wZxRERE
FTEREXRLAHBNIE. G DEREEH Sow MEFEET S,

[BEEE] KDEE i 1I2DWTOIRMETIERT 5.
(ADES = BEASIBETOLDELKL DR KIE)
ADEEA0DEX(FRLHEND T, SHIEEI AT
B, LI > TEKRDHIADEEOR/MELL,
[EHE] =1 &% S—w AREIIZAS TN,

ChIEREER,
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5. Context Free Grammar (2):
(Text 5.2)

5.2.5. From Parse Tree to Leftmost Derivation (5—3)

[Theorem] For a CFG G=(V,T,P,S), If there exists a parse tree
with the root labeled by S and yield w, there exists the
leftmost derivation S?w of G.

[Proof (Sketch)] Induction for the height i of the tree.

(The height of a tree_ = the maximum number of edges
from a leaf to the root)

The tree of height 0 consists of just its root, which is not a
parse tree. Hence, the smallest parse tree has height 1.

[Base] i=1: S—w is a production rule, which is a leftmost
derivation.
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5.25. X AN bixAEHA(5—3)
[ ] CFG G=(V,T,P.S) IZHL. B SEREL. W ZERRLET
HEXARNPHNIE.CDREEHL S=>W MEET D,

[BREE] KDEZ i ITDOWWTHIRINETIEEAT 5,
[IFEfN] iZ2DEE:
BDOIRNILZES EL. S DFEDINILZEZEDD X, X,,..., X, é_—'g“é
IRIVEDIREND. B X, DR w, ITHLT. REEH X 2 = W, 74

FHET D, S

W = W,W,...W, TH5, R
Z_F.léﬂl:l:ll Szt?xlxz---xk A=N Xl X2 Xi Xk
RAZEN

SDW,W, ... W, i) [ il i

MERTEDIEETRT . BARMICIE j=1,2,... kK [SDWVT,
S W Wy Wi Xjpq... Xy

THHEZ | ICTEHTHIRINAETTRYT . (LLTHER) 20134



5.2.5. From Parse Tree to Leftmost Derivation (5—3)

[Theorem] For a CFG G=(V,T,P,S), Iif there exists a parse tree with
the root labeled by S and yleld w, there exists the leftmost
derivation S?W of G.

[Proof (Sketch)] Induction for the height i of the tree.
[Inductive step] i=2: S

e Let S be the label of the root, Xl,XZ,..%
the labels of children of the root
L X1 X, X Xy
from left to right in this order.

e By the inductive hypothesis,
for each yields w; of X;, there is
the leftmost derivations X,7§:_>WI
e W=WW,...W,.
From a derivation S2 X, X,... X, we
construct the Ieftmost derivations SZ=E>W1W2 W,
To do this, for each j=1,2,....k, we show S2w,W,...w; Xi,;... X,
by an induction of j, which is omitted here.

W, (W, W,

I Wk

30/34



5. XARBE BMXEESEE(2):
(T AK5.2)

5.2.6. EH ML BIRIHERAN(2—1)
[FEH] CFG G=(V,T,P,S) IZxL T, BH S=>w AHALE, w A
SHEBICEITAHAENBRMMFICK>THEMNDLND,
[BREE] B S=>w O ESICET 2IRMEICLS,
[EfE] RSN 1 DEE: S—»w AAERFREIICA-TLNS,
L,T—h\omx-r VI DBIRMHGRICKYEZETES,
[E4R] EH SSW DEIA N+ EL. EXnUTOIRT
DEHNBIRHHERICE>THENDONEET S,
EH LA FIREI S— X X,.. X, [2&Y
S=X,X,... X DW
ELVOTRIRTES, 31/34




5. Context Free Grammar (2):
(Text 5.2)

5.2.6. From Derivation to Recursive Inference (2—1)

[Theorem] For a C*FG G=(V,T,P,S), if there Is a sequence of
derivations S=w, the start symbol S can be recursively
Inferred from a word w.

[Proof (Sketch)] Induction for the number of the derivations S=w.

[Base] Number=1: S—w is a production rule.
Hence one step inference gives S from w.

[Inductive Step] Suppse that the number of the derivations of S;W IS n+1,
and any derivations less than n times can be checked by a recursive
Inference. Then, the derivation can be represented by

S2X, Xy, X W
for a production S— X, X,... X, .
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5.2.6. EHMNoHBIFHHERAN(2—L)
[ ] CFG G= (v T,P,S) [TXL T, %Hj SSw AHNIE, w A
S 0);‘51_ 2T LN BRIERICE>THEADOND.,
[BRSE] EH S=>w O RSICET 2IRMEIZLS,
[IRHR] EH SDWDRIMN n+1 EL. BEEn UTOITART
NDEHINBIRMHRBICE>THENIDONEET B,
EH EAERFRAI S— X, X,... X [2&Y
S X, Xy .. X, SW
ELVOHTREATES, =blC
» X§>W (1=i=K)
» W=W,W,...W,
THY. 'Jvﬁ%ﬂlfd)ﬂimb\b TARTHEH X=>w [
BRI > THEMDBND, Lo T

S—=X X, X, ECNLD RN . WA SDEEE
[ Eﬁ’é_th\?ﬁ [ZEH>THEMNDLND,
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5.2.6. From Derivation to Recursive Inference (2—1)

[Theorem] For a CFG G= (V,T,P,S), If there is a sequence of

derivations S=w, the start symbol S can be recursively inferred
from a word w.

[Proof (Sketch)] Induction for the number of the derivations S=*>W.

[Inductive Step] Suppse that the number of the derivations of SSw
IS n+1, and any derivations less than n times can be checked by
a recursive inference. Then, the derivation can be represented
by S=X,X,. Xk=>w for a production S— X X,... X, .

Moreover,
X=w, (1<i<k)
W=W,W,...W,
and inductive hypothesis, each derivation X; =>W can be checked

by a recursive inference. Thus, S—X; X Xk with the
Inferences, w can be recursively inferred to S.
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