Data mining for materials design: A computational study of single molecule magnet
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We develop a method that combines data mining and first principles calculation to guide the designing of distorted cubane Mn⁴⁺Mn₃³⁺ single molecule magnets. The essential idea of the method is a process consisting of sparse regressions and cross-validation for analyzing calculated data of the materials. The method allows us to demonstrate that the exchange coupling between Mn⁴⁺ and Mn₃³⁺ ions can be predicted from the electronegativities of constituent ligands and the structural features of the molecule by a linear regression model with high accuracy. The relations between the structural features and magnetic properties of the materials are quantitatively and consistently evaluated and presented by a graph. We also discuss the properties of the materials and guide the material design basing on the obtained results. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4862156]

I. INTRODUCTION

Quantum calculation plays a very important role in the process of materials design nowadays. For a material with a given hypothesized structural model, the electronic structure, as well as many other physical properties can be predicted by solving the Schrödinger equation. Conventionally, the ground state’s potential energy of a material is calculated using atomic positions in the hypothesized structure model. By optimizing the ground state’s potential energy, the optimal structure can be derived. The features of an optimal structure model of materials, as well as its derived physical properties, results in a series of optimizing processes, and in addition has strong multivariate correlations. The task of materials design is to make these correlations clear and to determine a strategy to modify the materials to obtain desired properties. However, such correlations are usually hidden and difficult to uncover or predict by experiments or experience. As a consequence, the design process is currently performed through time-consuming and repetitive experimentation and characterization loops, and to shorten the design process is clearly a big target in materials science. In an effort to improve on existing techniques, we propose a first principle calculation-based data mining method and demonstrate its potential for a set of computationally designed single molecular magnets with distorted cubane Mn⁴⁺Mn₃³⁺ core (Mn₄ SMMs).

Data mining is a broad discipline that aims to develop and use methods for extracting meaningful information and knowledge from large data sets. To the field of computational materials science, data mining methods have recently been used with successes, for example, in solving Fokker-Planck stochastic differential equations, in predicting crystal structure and discovering new materials, in parametrizing interatomic force fields for fixed chemical composition, and in predicting molecular atomization energies by merging data mining with quantum calculations. Motivated by using data mining to solve data-intensive problems in materials science, we develop a method to quantitatively model a family of materials by graph, using their quantum calculated data. The key idea of our method is to use advanced statistical mining algorithms, in particular multiple linear regression with LASSO regularized least-squares to solve the sparse approximation problem on the space of structural and physical properties of materials. We use cross-validation to consistently and quantitatively evaluate the conditional relations of each feature on to all the other features in terms of prediction. Based on the obtained relations, a graph representing relations between all properties of materials can be constructed. Furthermore, we propose a graph optimization method to have better visual representation and easier inferences on the controlling features of the materials. The obtained graph is not only significant for the comprehension of the physics relating to the materials, but also valuable for the guidance of effective material design.

The main contribution of this work includes: (1) a quantitative and rational solution to the modeling of the structural and physical properties of the distorted cubane Mn⁴⁺Mn₃³⁺ SMMs; (2) a first principles calculation-based data mining approach that can be applied to accelerate the understanding and designing of materials.

II. MATERIAL SYSTEM

In this paper, we focus on SMMs which are recently being extensively studied due to their potential technological applications in molecular spintronics. SMMs can function as magnets and display slow magnetic relaxation below their blocking temperature \( T_B \). The magnetic behavior of SMMs results from a high ground-state spin combined with a large and negative Ising type of magnetoanisotropy, as measured by the axial zero-field splitting parameter.
SMM consists of magnetic atoms connected and surrounded by ligands, and the challenge of researching SMM consists in tailoring magnetic properties by specific modifications of the molecular units. The current record of the $T_B$ of SMMs is only several degrees Kelvin, which can be attributed to weak intra-molecular exchange couplings between magnetic metal ions. The design and synthesis of SMMs with higher $T_B$ that are large enough for practical use, are big challenges for chemists and physicists. In the framework of computational materials design, the SMM with distorted cubane $\text{Mn}_4^+\text{Mn}_3^{3+}$ core is one of the most attractive SMM systems because their interesting geometric structure and important magnetic quantities can be well estimated by first-principles calculations.

In this paper, we construct and calculate a database of structural and physical properties of 114 distorted cubane $\text{Mn}_4^+\text{Mn}_3^{3+}$ SMMs with full structural optimization by first-principles calculations (Fig. 1). A data mining method is applied to the calculated data to explore the relation between structural and physical properties of the SMMs. We quantitatively model the structural and physical properties of the SMM by a graph that allows us to infer and to guide the molecular design process (Fig. 2).

III. METHODOLOGY

A. Data generation

1. Molecular structure construction

New distorted cubane $\text{Mn}_4^+\text{Mn}_3^{3+}$ SMMs have been designed by rational variations in the $\mu_3$-O, $\mu_3$-Cl, and O$_2$CMe of the synthesized distorted cubane $\text{Mn}_4^+\text{Mn}_3^{3+}(\mu_3\text{-X})_2(\mu_3\text{-O}^2-)(\mu_3\text{-Cl})_2$O$_2$CMe)$_2$ (dbm)$_3$ (hereafter Mn$_4$-dbm) molecules.

In Mn$_4$-dbm molecules, the $\mu_3$-O atoms form $\text{Mn}_4^+\text{-}(\mu_3\text{-O}^2-)\text{-Mn}_3^+$ exchange pathways between the $\text{Mn}_4^+$ and $\text{Mn}_3^+$ ions. Therefore, substituting $\mu_3$-O with other ligands will be an effective way to tailor the geometric structure of exchange pathways between the $\text{Mn}_4^+$ and $\text{Mn}_3^+$ ions, as well as the exchange coupling between them.

To preserve the distorted cubane geometry of the core of $\text{Mn}_4^+\text{Mn}_3^{3+}$ molecules and the formal charges of Mn ions, ligands substituted for the core $\mu_3$-O ligand should satisfy the following conditions: (i) To have the valence of 2; (ii) the ionic radius of these ligands must be not so different from that of $\text{O}^2-$ ion. From these remarks, nitrogen-based ligands, NR ($R = \text{a radical}$), must be the best candidates. Moreover, through variation in the $R$ group, the local electronic structure as well as electronegativity at the N site can be controlled. As a consequence, the Mn–N bond lengths and the $\text{Mn}_4^{4+}$–$\text{N}$–$\text{Mn}_3^{3+}$ angles ($\alpha$), as well as delocalization of d$_z^2$ electrons from the $\text{Mn}_4^+$ site to the $\text{Mn}_3^+$ site and the exchange coupling between them ($J_{AB}$) are expected to be tailored. In addition, through variations in the core $\mu_3$-Cl ligand and the O$_2$CMe ligands, the local electronic structures at Mn sites are also changed. Therefore, combining variations in $\mu_3$-O, $\mu_3$-Cl, and O$_2$CMe ligands is expected to be an effective way to seek new superior $\text{Mn}_4^+\text{Mn}_3^{3+}$ SMMs with strong $J_{AB}$, as well as to reveal magneto-structural correlations of $\text{Mn}_4^+\text{Mn}_3^{3+}$ SMMs. By combining variations in $\mu_3$-O, $\mu_3$-Cl, and O$_2$CMe ligands, 114 new $\text{Mn}_4^+\text{Mn}_3^{3+}$ molecules have been designed. For a better computational cost, the dbm groups are substituted with CH(CHO)$_2$ groups, which shows no structural and magnetic properties change after the substitution. The designed molecules have a general chemical formula $[\text{Mn}_4^+\text{Mn}_3^{3+}(\mu_3\text{-L}^2-)_{2}(\mu_3\text{-X})_2(\text{CH(CHO)O})_{2}]$ (hereafter Mn$_4$L$_2$XZ) with $L = \text{O, NH, NCH}_3, \text{NCH}_2\text{-CH}_3, \text{NCH} = \text{CH}_2, \text{NC} = \text{CH}_3, \text{NC} = \text{H}_5, \text{NSiH}_3, \text{NSiH}_2 = \text{CH}_2, \text{NGeH}_2 = \text{GeH}_3, \text{NCH} = \text{SiH}_2, \text{NSiH}_2 = \text{SiH}_2, \text{NCH}_2 = \text{SiH}_2, \text{NGeH}_2 = \text{C}_2\text{H}_5, \text{NCH}_2 = \text{GeH}_3, \text{NSi} = \text{GeH}_2\text{-SiH}_3, \text{NGeH} = \text{SiH}_2 = \text{SiH}_2, \text{X} = \text{F, Cl, Br},$ and $Z_1 = (\text{O}_2\text{-CMe})_3$ or $\text{MeC(CH}_2\text{-NOCMe})_3$. Details of the constructed SMMs can be found elsewhere.
2. Molecular structure optimization

The constructed molecular structures were optimized by using the same computational method as in our previous paper.\textsuperscript{25,26} All calculations have been performed at the density-functional theory (DFT) level\textsuperscript{27} by using DMol\textsuperscript{3} code with the double numerical basis sets plus polarization functional (DNP).\textsuperscript{28,29} For the exchange correlation terms, the revised generalized gradient approximation (GGA) RPBE functional was used.\textsuperscript{30} All electron relativistic was used to describe the interaction between the core and valence electrons.\textsuperscript{31} The real space global cutoff radius was set to be 4.7 Å for all atoms. The spin unrestricted DFT was used to obtain all results presented in this study. Since the experimental results reported so far indicate the collinearity of the magnetic properties of the materials, all the DFT calculations are carried out within a collinear magnetic framework.\textsuperscript{22,32,33} The atomic charge and magnetic moment were obtained by using the Mulliken population analysis.\textsuperscript{34} For better accuracy, the octupole expansion scheme is adopted for resolving the charge density and Coulombic potential, and a fine grid is chosen for numerical integration. The charge density is converged to $1 \times 10^{-6}$ a.u. in the self-consistent calculation. In the optimization process, the energy, energy gradient, and atomic displacement are converged to $1 \times 10^{-5}$, $1 \times 10^{-4}$, and $1 \times 10^{-3}$ a.u., respectively. In order to determine the ground-state atomic structure of each Mn\textsuperscript{4+}Mn\textsuperscript{3+} SMM, we carried out total energy calculations with full geometry optimization, allowing the relaxation of all atoms in molecules.

3. Data representation

One of the most important ingredients for data mining is the choice of an appropriate data representation that reflects prior knowledge of the application domain, i.e., a model of the underlying physics. For representing structural and physical properties of each distorted cubane Mn\textsuperscript{4+}Mn\textsuperscript{3+} SMMs, we use a combination of 17 features. We divide all the features into four groups. The first group pertains to the features for describing the electronic properties of the constituent ligands, including (1) electron negativity of $X (\chi_X)$, (2) electron negativity of $L1 (\chi_{L1})$, (3) electron negativity of $Z1 (\chi_{Z1})$, \textsuperscript{35,36} (4) electron affinity of $L (E_L^{EA})$.\textsuperscript{37} The selection of these features comes from the physical consideration that the local electronic structures, as well as electron negativities at ligand sites, will determine the $d$ orbital splitting at Mn ion sites. Furthermore, since we intentionally vary ligand groups, these electronic features are just considered as explanatory features in the following analysis process.

To have a good approximation of the physical properties of SMMs, it is natural to introduce intermediate features. From the domain knowledge, we know that information on molecular structure, such as bond length, bond angle, and structure of octahedral sites, is very valuable in relation to understanding the physics of molecular materials with transition metal. Therefore, we design the second group with structural features which represent the core structure and the structures of the octahedral fields at $A$ and $B$ sites. The features for the core structures are: (5) the distance between the $A$ site and $B$ site ($d_{AB}$), (6) the distance between $B$ sites ($d_{BB}$), (7) the distance between the $A$ site and L1 site ($d_{AL1}$), (8) the distance between the $B$ site and L1 site ($d_{BL1}$), (9) the angle $\angle AL1B (\alpha)$, and (10) the angle $\angle BL1B (\beta)$. The features for the structures of octahedral fields at $A$ and $B$ sites are (11) the distance between the $A$ site and $Z1 (d_{AZ1})$, (12) the distance between the $B$ site and $O_{sB} (d_{BO_{sB}})$, and (13) the distance between the $B$ site and $O_{sA} (d_{BO_{sA}})$. These features are calculated from the optimized molecular structure and considered as structural intermediate features.

The third group of features includes (14) the magnetic moment of Mn\textsuperscript{4+} ion at site $A (m_A)$ and (15) the magnetic moment of Mn\textsuperscript{3+} ions at site $B (m_B)$. These two features are magnetic intermediate features. The last group includes targeting magnetic properties, which are (16) exchange coupling between Mn\textsuperscript{4+} and Mn\textsuperscript{3+} ions at sites $A$ and $B (J_{AB}/k_B)$, and (17) exchange coupling between Mn\textsuperscript{3+} ions at sites $B (J_{BB}/k_B)$. The magnetic moments of the Mn ions are calculated by the Mulliken method. The exchange coupling parameters of the molecules are calculated by using the total energy difference method. Details of the calculation method are described elsewhere.\textsuperscript{25,26,38} It should be noted that the features in the first group are the only features that can be obtained at a very low cost, without first principles calculations.

B. Data analysis

1. Parallel regression

We perform a parallel regression process on the calculated data. With each feature, we perform a regression in which the feature we are focusing on is considered as a response variable, and the other features are considered as explanatory variables. The response variable is expressed as a linear combination of selected explanatory variables (from all available) that have the lowest prediction risk. The main purpose of this regression is to extract a set of features that are sensitive in predicting the value of the feature we are focusing on. Commonly, regression methods use the least-squares approach. However, for the sparse data with ill condition, it is often the case that a bias-variance tradeoff must be considered to minimize the prediction risk. For this purpose, in the regression process, the LASSO regularized least-squares has been applied.\textsuperscript{8,9}

In a standard regression analysis, we solve a least-squares problem, that minimizes

$$\frac{1}{m} \sum_{i=1}^{m} (y_i^{\text{predict}} - y_i^{\text{obs}})^2,$$

where $m$ is the total number of samples in the data set; $y_i^{\text{predict}}$ and $y_i^{\text{obs}}$ are the predicted and the measured values, respectively. The predicted values $y_i^{\text{predict}}$ are calculated from the linear regression function

$$y_i^{\text{predict}} = \sum_{j=1}^{n} \beta_j x_j^i + \beta_0,$$

where $n$ is the total number of variables considered in the regression model, $x_j^i$ represents the value of the explanatory
variable $j$ for the sample $i$, and $\beta^j$ are the sought coefficients corresponding to explanatory variable $j$, which determines how the explanatory variables are (optimally) combined to yield the result $y_{i,\text{predict}}$. In LASSO regularized least-squares regression, we minimize the penalized training error with $\ell_1$-norm of regression coefficients:

$$
\frac{1}{m} \sum_{i} \left( y_{i,\text{predict}} - y_{i,\text{obs}} \right)^2 + \lambda \sum_{j=1}^{n} |\beta^j|.
$$

To estimate the prediction risk, we do not use the training error $\frac{1}{m} \sum_{i,\text{training}} \left( y_{i,\text{predict}} - y_{i,\text{obs}} \right)^2$, since it is biased. Instead, we use leave-one-out cross-validation. In this validation, one sample (ith sample) is removed and the remaining $m - 1$ samples are used for training the regression model. The removed sample (ith sample) is used to test and calculate the test error $(y_{i,\text{predict}} - y_{i,\text{obs}})^2$. The process is repeated $m$ times for every sample, so that every sample has a chance to be the removed once. Finally, we take the average of the test errors

$$
\hat{R}(\lambda) = \frac{1}{m} \sum_{i} \left( y_{i,\text{predict}} - y_{i,\text{obs}} \right)^2,
$$

where the sum is taken over all the $m$ folds in the cross-validation. We use it as a measure for the prediction risk, and the value of $\lambda$ will be tuned to minimize this prediction risk. The explanatory variables of which the corresponding coefficients $\beta^j$ are non-zero, are considered as sensitive explanatory variables to the response variable in the regression. By using the LASSO, we can assess the relation between the features we used for the data representation.

To evaluate quantitatively the relation between a specific sensitive explanatory variable $x_j$ and the response variable, we carry out again the procedure of regression and prediction risk estimation by a leave-one-out cross-validation, using all but one ($x_j$) sensitive explanatory variables. The prediction risk $\hat{R}_j$ obtained from this procedure reflects quantitatively how the prediction of the response variable is impaired by removing the concerning variable $x_j$. In the case of weak correlation between explanatory variable $x_j$ and the response variable, the prediction risk must not change much and $\hat{R}_j \simeq \hat{R}_{\text{opt}}$. On the other hand, if the explanatory variable $x_j$ has a strong relation with the response variable, the removal of $x_j$ from the set of sensitive explanatory variables for the regression will impair the model for prediction, and therefore, dramatically increase the prediction risk and $\hat{R}_j \gg \hat{R}_{\text{opt}}$. Another consideration is that if the score $s_{\text{total}}$ of a regression for all samples using all the sensitive explanatory variables is low, the linear relation between every explanatory variable and the response variable must be poor. Therefore, we normalize the prediction risk $\hat{R}_j$ with considering the total score $s_{\text{total}}$ by

$$
I_j = s_{\text{total}} \times \frac{\hat{R}_j}{\sum \hat{R}_i},
$$

and use these values to quantitatively evaluate the relative impact of a sensitive explanatory variable to the response variable. The $I_j$ can take a value between 0 and 1, and the sum of all $I_j$ is $s_{\text{total}}$. The $I_j$ with a larger value indicates the higher impact of the explanatory variable $j$ to the response variable. The impacts of the other non-sensitive variables to the response variable are set to 0. This procedure is repeated for every feature and we can obtain the relations (in terms of sensitivity for prediction) between every pair of features. It should be noted that the difference in prediction risk is estimated in the context that all the other sensitive explanatory variables are used in the regression model. Therefore, the obtained relative impact of a sensitive explanatory variable on the response variable should be different from simple correlations between two variables. In other words, the relation between each pair of features is evaluated with the consideration of all the other relations.

2. Modeling relations between features by graph

From the obtained relations, we can build a directed graph in which nodes are features and edges are the relations between features, thus representing the whole picture of the relations between the features. Directions of edges are from response variables to explanatory variables in the regression. For the purpose of materials design, we added weights to the edges with the values of the obtained relative impacts of the sensitive explanatory variable on the response variable. Further, the edges are assigned with colors (red and blue) to differentiate the respective positive and negative correlations between variables which can be extracted from the corresponding coefficients in the linear regression models.

The relation between features can be asymmetric, therefore there may be two edges with vice versa direction and different weights (the relative impact $I_j$) between two nodes. It should be noted that Bayesian network is another choice for modeling the relations between features by a graphical model. However, automatical learning of a graph structure from data for a Bayesian network is an extremely heavy task. In contrasts, with this method a structure together with parameters of the network can be automatically derived from data at the same time with a parallelism.

We repeat the following steps to simplify the obtained graph: (1) remove all independent features that are not sensitive to any other features; (2) remove all intermediate features that are not sensitive to any other features; (3) remove an intermediate feature that can be predicted perfectly (regression score $\simeq 1$) by using the other features that are not sensitive to targeting magnetic properties features; (4) then recreate the graph using the remaining features. Steps (1) and (2), remove features that do not make sense in the prediction of the targeting magnetic properties. Step (3) removes unnecessary intermediate features. Features are removed one by one, and step (4) preserves the consistency of the outcome graph.

IV. RESULTS AND DISCUSSIONS

A. Magnetic property prediction

We first examine whether the exchange coupling $J_{AB}/k_B$ can be directly predicted from electronic properties (features (1)–(4)) of the constituent ligands. Only a rough linear regression with an average relative error of more than 25% ($R < 0.6$) is obtained for the exchange coupling $J_{AB}/k_B$ by using $\chi_{X}$, $\chi_{L1}$, $\chi_{Z1}$, and $E^E_L$ as explanatory variables. This result indicates that it is hard to observe a simple linear correlation...
between the magnetic properties and the electronic properties of the constituent ligands for the SMMs. However, it should be noted that this result does not mean that the exchange coupling $J_{AB}/k_B$ of the SMMs has no correlation with the electronic properties of the constituent ligands. It will be a great interest if these correlations appear when we take the other features into account.

Next, the relation between the exchange coupling $J_{AB}/k_B$ and the geometrical structures of SMMs are studied. A linear regression using structural features (features (5)--(13)) is performed. It is found that the exchange coupling $J_{AB}/k_B$ can be predicted quite well by a linear model using $\alpha, d_{AB},$ and $d_{BB}$ with an average relative error of 11% ($R = 0.9$). This result implies that the geometrical structure of the distorted cubane $\text{Mn}^{3+}\text{Mn}^{1+}$ core is the determinant factor for the magnetic properties of the SMMs. The prediction accuracy of the regression is dramatically improved when we take together the electronic features. The red circles represent the results of a linear regression using electronic features and structural features together. The red line represents the ideal correlation between calculated and predicted results.

![Graph](image)

**FIG. 3.** Calculated (by DFT) and predicted (by data mining) exchange couplings $J_{AB}/k_B$ for 114 distorted cubane $\text{Mn}^{3+}\text{Mn}^{1+}$ single molecular magnets. The green crosses represent the results of a linear regression using electronic features. The red circles represent the results of a linear regression using structural features. The blue solid circles represent the results of a linear regression using electronic features and structural features. The red line represents the ideal correlation between calculated and predicted results.

Simlarly, the magnetic moment $m_B$ of the $\text{Mn}^{4+}$ ion at the A site can be fairly predicted by a linear regression model using four features: $\beta, d_{AB}, d_{AL},$ and $d_{BO}$. The values of $d_{AB}$ positively correlate with the values of all the three features, $d_{AL},$ and $d_{BO}$. The values of $d_{AB}$ positively correlate with the values of $\beta$ in the same manner. These correlations can be qualitatively estimated from the rigid geometrical structure of the distorted cubane $\text{Mn}^{3+}\text{Mn}_3^{1+}$ cores of the SMMs.

### B. Correlations between features of the SMMs and a molecular design strategy

Figure 5 shows the graph built from the obtained relations between all the features. It is clearly seen that the obtained graph appears with two groups of structural features, in which features are strongly correlated to each other: the group of features $\alpha, d_{AB}, d_{AL},$ and $d_{BO}$, and the group of features $d_{BB}$ and $\beta$. The values of $d_{AB}$ positively correlate with the values of all the three features, $d_{AL},$ and $d_{BO}$. The values of $d_{BB}$ positively correlate with the values of $\beta$ in the same manner. These correlations can be qualitatively estimated from the rigid geometrical structure of the distorted cubane $\text{Mn}^{3+}\text{Mn}_3^{1+}$ cores of the SMMs.

We carry out the above mentioned graph simplification process. The features $d_{BB}, d_{BL},$ and $\beta$ are removed since they can be predicted well by using the other features. The features $m_A, m_B,$ and $d_{BO}$, are also removed since they are not sensitive to targeting magnetic properties features. The relations between the remaining features are recalculated and summarized in the simplified graph as shown in Figure 6.

Interestingly, it is clearly seen that the distance $d_{BO}$ is sensitive to the exchange coupling $J_{AB}/k_B$, but cannot be predicted by a linear regression model using the electron negativities of the constituent ligands. Further investigation for seeking the features that are sensitive to $d_{BO}$ is promising.

To have a better understanding about the correlations between features, we plot all the constructed SMMs in a 2D plane using the distance $d_{AB}$ and angle $\alpha$ as axes (Fig. 7). The
FIG. 4. Calculated (by DFT) and predicted (by data mining) magnet moments of Mn$^{4+}$ ion at site A and Mn$^{3+}$ ion at sites B ((a) $m_A$ and (b) $m_B$) for 114 distorted cubane Mn$^4^+$Mn$^3^+$ single molecular magnets. The red line represents the ideal correlation between calculated and predicted results.

FIG. 5. The graph represents all relations between the features. Brown nodes and white nodes indicate independent and dependent features, respectively. Red edges and blue edges indicate positive and negative correlation, respectively. The arrows are from response variables to explanatory variables. The edges are plot with pen-widths in proportion to the values of the corresponding relations.
FIG. 6. The simplified graph represents the relations between selected features. Brown nodes and white nodes indicate independent and dependent features, respectively. Red edges and blue edges indicate positive and negative correlation, respectively. The arrows are from response variables to explanatory variables. The edges are plotted with pen-widths in proportion to the values of the corresponding relations.

structures of SMMs with $L_1 = O$ have larger angle $\alpha$ within a range of $94^\circ$–$95.5^\circ$. For the SMMs with $L_1 = N$, the angle $\alpha$ is within a broad range of $89^\circ$–$93.5^\circ$. For the SMMs with the same $L$, the $\alpha$ linearly varies with the distance $d_{AB}$, and this correlation can be understood by considering the magnetic interaction between Mn ions at A and B sites via the ligand $L_1$. This observation confirms the reasonability of the relations summarized in the graph between features of the SMMs. It is worth noting that the obtained graph shows a high impact $\alpha$ and $d_{AB}$ in the determination of the exchange coupling $J_{AB}/k_B$.

This result hints us to use $\alpha$ and $d_{AB}$ as intermediate indicators for designing SMMs. However, these structural features are computationally expensive and it is hard to predict accurately the values of $\alpha$ and $d_{AB}$ from the features such as the electron negativities and ionization energies of the constituent ligands in which include no information about the coordinating properties of the ligands with metal ions. Therefore, computationally cheap and ligand coordinating properties inclusive features should be added to improve the representability of the feature set and the predictive power of the regression model.

We design a series of artificial molecules which consist of three MnCl$_2$ groups connected by a ligand $L$ (Fig. 8(a)). The designed artificial molecules have a general chemical formula $[(\text{Mn}^{2+}\text{Cl}_2)L]$ with the same $L = L_1L_2$ as we used for designing the SMMs. The constructed molecular structures were optimized by using the same computational method. We use the distance between Mn ion sites $d_{\text{aff}}$ and the angle $\gamma$ formed between two links between Mn ion sites and $L_1$ as two additional features (feature (18) and (19)) for describing the coordinating properties of ligand $L$. Due to the simplicity in the structure of the artificial molecules, these features are computationally much cheaper than the $\alpha$ and $d_{AB}$ of the SMMs.

We then examine whether the additional features can improve the accuracy of the prediction of the exchange coupling $J_{AB}/k_B$ from properties (features (1)–(4), (18), (19)) of the constituent ligands. It is found that the exchange coupling $J_{AB}/k_B$ can be predicted quite well by a linear model using $\chi_X$, $\chi_{Z1}$, $\chi_{L1}$, $E_L^{\text{EA}}$, and $d_{\text{aff}}$ as explanatory variables with an average relative error of less than 8% ($R = 0.95$) as shown in Figure 8. This result implies that the additional features extracted from the geometrical structure of the designed

FIG. 7. The correlation between $\alpha$ and $d_{AB}$ of Mn$^{4+}$Mn$^{3+}$ SMMs.
FIG. 8. (a) Schematic geometric structure of the designed artificial molecules with general chemical formula \([\text{Mn}^2^+\text{Cl}_2\text{L}_1\text{L}_2]\). Color code: Mn (violet), Mn\(^{3+}\) (purple), L1 (blue), Cl (light green). (b) Predicted (by data mining using electronic features and substitutional structural features of ligands) and calculated (by DFT) exchange couplings \(J_{AB}/k_B\) for the 114 (blue solid circles) and the newly designed four (open green squares) distorted cubane \(\text{Mn}^4^+\text{Mn}^{3+}\) single molecular magnets. The red line represents the ideal correlation between predicted and calculated results.

artificial molecules can be used instead of the computationally expensive geometrical structure features to predict the exchange coupling \(J_{AB}/k_B\) of SMMs.

From the obtained linear regression model, we can propose a strategy for selecting ligands among those that preserve the core structure to design the SMMs with high \(J_{AB}/k_B\) as follows:

- Ligand at X site with a high electron negativity
- Ligand at Z1 site with a low electron negativity
- Ligand L site with a stable \(sp^3\) electron system and form a short \(d_{\text{af}}\) distance.

Further, variations of the constituent of the ligand at the Z site may modify slightly the structure of the Mn4 core. By using this strategy, we designed newly and calculate the \(J_{AB}/k_B\) for 4 molecules: \(\text{Mn}^4^+\text{Mn}^{3+}(\mu_3^-(\text{NCH}_2\text{SiH}_3)^2^-)\text{L}^2\) (MeC(CH\(_2\)NOCMe\(_3\))\(_3\))\(_3\) (CH(CH\(_2\))\(_2\))\(_3\) and \(\text{Mn}^4^+\text{Mn}^{3+}(\mu_3^-(\text{L}^2^-)\text{L}^2^-)(\mu_3^-\text{F}^-)(\text{N(CH}_2\text{NOCMe})\(_3\))\(_3\) (CH(CH\(_2\))\(_2\))\(_3\) with \(L = \text{NCH}_2\text{SiH}_3, \text{NCH}_2\text{Si}_3\text{H}_7, \text{NCH}_2\text{Si}_4\text{H}_9\). The exchange coupling \(J_{AB}/k_B\) of the newly designed molecules can be accurately predicted by the regression model with an average relative error of 6% as shown in Figure 8(b). The DFT calculation shows that all the four newly designed SMMs are in the group of the SMMs that have the highest values of \(J_{AB}/k_B\). Further, the newly designed molecule \(\text{Mn}^4^+\text{Mn}^{3+}(\mu_3^-\text{(NCH}2\text{Si}_3\text{H}_7)^2^-)\text{L}^2\) (μ3^-F^-)(N(CH\(_2\)NOCMe\(_3\))\(_3\))(CH(CH\(_2\))\(_2\))\(_3\) has a \(J_{AB}/k_B\) higher than all the designed SMMs. We also carried out DFT calculations for these new 4 structures within a non-collinear magnetic framework and confirmed the collinearity in their magnetic properties. It is worth to note that the design strategy is derived by mining the data calculated within a collinear magnetic framework and applicable for the purpose of designing SMMs with high \(J_{AB}/k_B\) since the SMMs with higher \(J_{AB}/k_B\) are expected to have higher collinearity in magnetic properties. For a materials system in which the non-collinear magnetic interactions are dominant, a data representation method that include much of information for estimating the spin-orbit coupling effect is required. Further development of the data representation method and applications of the designing method to materials systems with non-collinear magnetic interactions are promising.

V. CONCLUSION

A combination of data mining and first principles calculation is used to study the structural properties and magnetic properties of 114 distorted cubane \(\text{Mn}^4^+\text{Mn}^{3+}\) single molecule magnets. We demonstrate that the exchange couplings between \(\text{Mn}^4^+\) ion and \(\text{Mn}^{3+}\) ions of all the SMMs can be predicted with a median relative error of 5%, just by using a simple form of sparse regression with their electronic features of constituent ligands and structural features. By using a learning method that consists of several sparse regression processes, all the relations between the structural features and the magnetic properties of the SMMs are quantitatively and consistently summarized in a visual presentation. An effective approach using calculated results for structural properties of simpler artificial molecules instead of computationally expensive properties is proposed to improve the capability of the method. Inferences on the properties of the materials and the suggestion for materials design are discussed based on the obtained graph. A trial of designing new SMMs was made to assess the capability of the method. The acquired results indicate that a first principle calculation-based data mining approach can be applied to accelerate the understanding and designing of materials.
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37The electron affinity of a ligand is a measure of the tendency of that ligand to attract electrons, which is calculated using the same DFT method.
38See http://www.openmx-square.org/ for information about OpenMX code.
39Non-collinear DFT calculations were carried out using OpenMX code with localized pseudo-atomic orbitals basis set and Ceperley-Alder exchange-correlation functional parameterized by Perdew and Zunger.
40J-dependent pseudo potentials with full relativistic effect and spin-orbit coupling were used for all calculations.
41See http://www.openmx-square.org/ for information about OpenMX code.