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Abstract. The process of knowledge discovery in databases consists of several steps that are iterative and inter-
active. In each application, to go through this process the user has to exploit different algorithms and their settings
that usually yield multiple models. Model selection, that is, the selection of appropriate models or algorithms to
achieve such models, requires meta-knowledge of algorithm/model and model performance metrics. Therefore,
model selection is usually a difficult task for the user. We believe that simplifying the process of model selection for
the user is crucial to the success of real-life knowledge discovery activities. As opposed to most related work that
aims to automate model selection, in our view model selection is a semiautomatic process, requiring an effective
collaboration between the user and the discovery system. For such a collaboration, our solution is to give the user
the ability to try various alternatives and to compare competing models quantitatively by performance metrics, and
qualitatively by effective visualization. This paper presents our research on model selection and visualization in the
development of a knowledge discovery system called D2MS. The paper addresses the motivation of model selection
in knowledge discovery and related work, gives an overview of D2MS, and describes its solution to model selection
and visualization. It then presents the usefulness of D2MS model selection in two case studies of discovering med-
ical knowledge in hospital data—on meningitis and stomach cancer—using three data mining methods of decision
trees, conceptual clustering, and rule induction.
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1. Introduction

Knowledge discovery in databases (KDD)—the
rapidly growing interdisciplinary field of computing
that evolves from its roots in database management,
statistics, and machine learning—aims at finding use-
ful knowledge from large databases. The process of
knowledge discovery is complicated and should be seen
inherently as a process containing several steps. The
first step is to understand the application domain, to
formulate the problem, and to collect data. The sec-
ond step is to preprocess the data. The third step is
that of data mining with the aim of extracting use-
ful knowledge as patterns or models hidden in data.

The fourth step is to post-process discovered knowl-
edge. The fifth step is to put discovered knowledge
to practical use [1]. These steps are inherently itera-
tive and interactive, i.e., one cannot expect to extract
useful knowledge by just pushing one time a large
amount of data into a black box without the user’s
participation.

In this work we adopt the view in [2] regarding a
pattern as a local structure and a model as a global rep-
resentation of a structure. While a pattern is related to
just a handful of variables and a few cases such as a rule,
a model, e.g. a decision tree or a regression hyperplane,
summarizes the systematic component underlying the
data or describes how the data may have arisen. In a
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broader sense, we will refer hereafter to a set of dis-
covered patterns as a model.

The KDD primary goals of prediction and descrip-
tion are concerned with different tasks in the data
mining step of the KDD process, such as those for
characterization, discrimination, association, classifi-
cation, and clustering [3]. Also, there are different tasks
of data cleaning, integration, transformation, and re-
duction in the preprocessing step, and those of inter-
pretation, evaluation, exportation, and visualization of
results in the post-processing step. Moreover, each of
these tasks can be done by different methods and al-
gorithms. To solve a given discovery problem, the user
usually has to go through these steps several times, with
each time corresponding to an exploitation of a series of
algorithms.

It is well-known that there is no inherently supe-
rior method/model in terms of generalization perfor-
mance. The No Free Lunch theorem [4] states that in
the absence of prior information about the problem,
there are no reasons to prefer one learning algorithm
or classifier model over another. The problem of model
selection—choosing appropriate discovered models or
algorithms and their settings for obtaining such mod-
els in a given application—is difficult and non-trivial
because it requires empirical comparative evaluation
of discovered models and meta-knowledge on mod-
els/algorithms. The user often has to do a trial-and-error
process to select the most suitable models from com-
peting ones. Clearly, trying all possible options is im-
practical, and an informed search process is needed to
attain expected models. Informed search requires both
performance metrics and model characteristics that of-
ten are not available to the user. Moreover, the user’s
interest in discovered models is a subjective matter that
depends much on his/her domain knowledge and some-
times is very independent of performance metrics pro-
vided by the system. Current data mining provides mul-
tiple algorithms within a single system, but the selec-
tion and combination of these algorithms are external
to the system and specified by the user. This makes
the KDD process difficult and possibly less efficient in
practice.

Unlike the major research tendency that aims to pro-
vide the user with meta-knowledge for an automatic
model selection as described in the next section, in our
view model selection is semiautomatic and requires an
effective collaboration between the user and the dis-
covery system. In such a collaboration, visualization
has an indispensable role because it can give a deep

understanding of complicated models that the user can-
not achieve if using only performance metrics. The re-
search on visualization integrated with model selection
is significant because there is currently very limited
visualization support for the process of building and
selecting models in knowledge discovery [5, 6].

The goal of this work is to develop a research system
for knowledge discovery with support for model selec-
tion and visualization. The system called D2MS (Data
Mining with Model Selection) first provides the user
with the ability to try various algorithm combinations
and their settings. Each combination of algorithms is
registered in a list called a plan. After executing reg-
istered plans, the user is supported in evaluating com-
peting models quantitatively and qualitatively before
making his/her final selection. The quantitative evalu-
ation can be obtained by performance metrics provided
by the system, while the qualitative evaluation can be
obtained by effective visualization of the discovered
models.

Within D2MS several data mining methods have
been implemented, including decision tree induction
method CABRO [7], CABROrule [8], conceptual clus-
tering method OSHAM and its variants [9], [10], and
rule induction method LUPC [11]. These programs
have been integrated with several advanced visualiza-
tion techniques in D2MS such as tightly-coupled views
[12], fish-eye views [13], and particularly the proposed
technique T2.5D (Tree 2.5 Dimensions) for large hier-
archical structures [14].

The rest of the paper is organized as follows.
Section 2 discusses related work. Section 3 gives an
overview of the system. Section 4 introduces the D2MS
solution to model selection integrated with visualiza-
tion. Section 5 briefly summarizes three data mining
methods—decision tree induction, conceptual cluster-
ing, and rule induction—that were implemented in
D2MS, and presents two case studies of discovering
knowledge in hospital data—on meningitis and stom-
ach cancer—with these methods. Section 6 summarizes
the work and outlines further research.

2. Related Work

Model selection is a general statistical notion, and
a probability model is generally a mathematical ex-
pression representing some underlying phenomenon
[15]. The model selection has usually been viewed
in the statistics community in terms of estimation of
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expected discrepancy E�( f, gθ̂ ) between the underly-
ing model f (that is unknown in practice) and approxi-
mating models gθ̂ , where θ is the parameter vector [16].
The standard methods of model selection in statistics
include classical hypothesis testing, maximum like-
lihood, Bayes method, minimum description length,
cross-validation, bootstrap, and Akaike’s information
criteria—see for example [16, 17].

The model selection problem has attracted re-
searchers in machine learning and recently in knowl-
edge discovery because of its significant importance.
Most research on model selection in this community
has focused on two issues: the preselection of mod-
els/algorithms that is typically concerned with finding
measures of relation between the dataset characteris-
tics and the models/algorithms performance (referred
to as model characteristics); and the post-selection that
is concerned with the evaluation of models/algorithms
using multi-criteria of performance (referred to as per-
formance metrics).

In [18] the author introduced an approach that uses
knowledge about the representational biases of a set of
learning algorithms coded in the form of rules in order
to pre-select models or algorithms. In [19] the authors
introduced three ranking methods of classification al-
gorithms: using average ranks, success rate ratios, and
significant wins. These methods generate rankings by
results obtained by algorithms on the training datasets,
and the rankings are evaluated by their distance from
the ideal ranking built in advance. In [20] the authors
proposed to use learning algorithm profiles to address
the model selection problem. The algorithm profiles
consist of meta-level feature-value vectors which de-
scribe learning algorithms in terms of their represen-
tation, functionality, efficiency, robustness, and prac-
ticality. NOEMON [21] is a prototype system in the
context of the classification task that suggests the most
appropriate classifier, deciding on the basis of mor-
phological similarity between the new dataset and the
existing collection.

Most research on performance metrics focuses on
multi-criteria for doing post-selection of algorithms.
In [22] the authors proposed a multi-criteria evaluation
metric that aims to take into account both positive and
negative properties of data mining algorithms, and pro-
vides a fast and comprehensive evaluation of various
algorithms. In [23] the author strengthened the practical
role of stratified cross validation in model selection for
many common application domains by a large number
of careful experiments.

The above-mentioned research efforts aimed to find
meta-knowledge towards an automatic selection of
models/algorithms and did not take into account the
participation of the user during model selection. Also,
they often limited themselves to the classification prob-
lem with supervised data in which performance met-
rics can be computed and served for the prediction
goal. The situation is somewhat different in the case
of the clustering problem where the main goal is de-
scription and several usual performance metrics such
as accuracy cannot be computed from unsupervised
data. While D2MS provides model characteristics and
performance metrics for a quantitative evaluation, the
major distinguishing feature of the D2MS system is
its tight integration of visualization with model selec-
tion that supports a qualitative evaluation so that the
user can make a better final selection based on his/her
insight into discovered models.

Many KDD systems provide visualization of data
and knowledge, and different visualization techniques
have been developed or adapted to the KDD process.
MineSet [24] provides several 3D visualizers, in par-
ticular a 3D Tree Visualizer. In [25] the authors devel-
ops an interactive visualization in decision tree con-
struction for supporting an effective cooperation of the
user and the computer in classification. In [26] the au-
thors tightly integrate visualization with five steps of
the KDD process. D2MS shares common features with
the above systems in human-machine interaction and
process visualization, and contributes two additional
features. Firstly, it integrates visualization into model
selection by providing visual information of competing
models for the qualitative evaluation of the user. Sec-
ondly, it provides the effective view T2.5D for large hi-
erarchical structures that can be seen as an alternative to
powerful techniques for representing large hierarchical
structures such as 3D cone trees [27] or 2D hyperbolic
trees [28]. For large trees, T2.5D can give an effective
view by displaying subtrees of the user’s interest in 2D
space and the rest of the tree in a virtual 3D space [14].

D2MS is a KDD research system that shares sev-
eral common points with some KDD research sys-
tems. MLC++ [29] is a powerful library of classifi-
cation algorithms with guidance to compare and se-
lect appropriate algorithms for the classification task.
It also provides a visualization and interfaces between
programs for both end-users and software develop-
ers. Sharing the class library approach, while MLC++
is only suitable for well-trained programmers, D2MS
can orient a user without much computer knowledge.
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DBMiner [3] is a KDD system that provides a wide
spectrum of data mining functions. As interactive data
mining environments, while DBMiner focuses on a
tight integration of data mining methods with on-line
analytical processing, D2MS focuses on a tight in-
tegration of data mining methods with model selec-
tion and visualization. FlexiMine [30] is a flexible
platform for KDD research and application develop-
ment. It is designed as a testbed for data mining re-
search and a generic knowledge discovery tool. While
sharing with Fleximine the integration of most KDD
functions and the flexibility to do data mining, D2MS
focuses on supporting the active participation of the
user.

3. Overview of the System

Figure 1 presents the conceptual architecture of D2MS.
The system consists of eight modules: Graphical user
interface, Data interface, Data processing, Data mining,
Evaluation, Plan management, Visualization, and Ap-
plication. Additionally, it has a Plan base and a Model
base to store registered plans and discovered models,
respectively. Importantly, these modules follow the co-
operative mechanisms: the modules are constructed in
such a way that each of them can cooperate with all
others to achieve the final goal.

D2MS is able to deal with various aspects in knowl-
edge discovery: large datasets and high dimensional-
ity, the degree of supervision, different types of data in
different forms, the changing nature of data and knowl-
edge, and interaction and visualization [10]. This abil-
ity makes the choice of algorithms a strong effect on
discovered results.

Graphical user interface. A graphical user interface
is designed to facilitate the complicated interaction

Figure 1. Conceptual architecture of the system.

between the user and the system in the knowledge dis-
covery process. It allows the user to register different
combinations of algorithms in the KDD process and
their parameter settings via plans. Also, it provides the
user with facilities to participate in the KDD process.
More importantly, the graphical user interface supports
the user in evaluating competing models in order to se-
lect the appropriate ones.

Data interface. The native input format of the sys-
tem is a flat form of data files (filestem.data and
filestem.names) like that of C4.5 data files format [31].
The system supports other common database formats
by using standard interfaces (e.g., ODBC).

Data preprocessing. This module is to provide dif-
ferent programs for the four main tasks in the prepro-
cessing step: data cleaning, integration, transformation,
and reduction. The current version of D2MS has algo-
rithms to solve the most common problems in prepro-
cessing: discretization of continuous attributes, filling
up missing values, and instance and feature selection.
Discretization methods include rough set-based and
entropy-based programs for supervised data, as well
as a k-means-based discretization program for unsu-
pervised data [32]. Missing-value techniques include
three programs for filling up missing values: natu-
ral cluster based mean-and-mode (NCBMM), attribute
rank cluster based mean-and-mode (ARBMM), and
k-means clustering based mean-and-mode (kMCMM)
[33]. Sampling programs and method SFG for feature
selection [34] are also available in D2MS.

Data mining. The system provides several algo-
rithms for prediction and description. In the current
version of D2MS, classification algorithms consist of
k-nearest neighbor, Bayesian classification, decision
tree induction method CABRO [7], CABROrule [8],
and LUPC [11], whereas CABRO and CABROrule
have their variants with R-measure, gain ratio [31],
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gini-index [35], and χ2 [36], and each of them can pro-
duce trees or rule sets by either error-based pruning [31]
or the post-pruning technique in [8]. Clustering algo-
rithms include: (1) k-means and its variants for mixed
numerical and categorical attributes using an efficient
mixed similarity measure MSM [37], and (2) concep-
tual clustering algorithm OSHAM [9, 10]. These pro-
grams can read data in the common input form, and they
can represent discovered models in a form readable by
other related modules (post-processing, visualization,
and plan management).

Post-processing and evaluation. This module pro-
vides tools for post-processing and evaluation of dis-
covered models. Its available tools include those for k-
fold stratified cross validation integrated with data min-
ing programs [7], for post-pruning of decision tree [8],
for automatically generating tables containing synthe-
sized information of discovered models, and for export-
ing competing models into other easy-to-understand
forms for the user (e.g., the spreadsheet format [10]),
as well as forms readable for visualization programs
(e.g., T2.5D for visualizing the hierarchical structures
[14]).

Plan management. The main function of this module
is to manage a plan base containing plans declared by
the user. It also coordinates modules on data mining,
evaluation, and visualization in model selection.

Data and knowledge visualization. This module con-
sists of three visualizers for data, rules, and hierarchical
structures. The algorithms in other modules can fre-
quently invoke this module in order to help the user
make effective use of them.

Application. This module contains utilities that help
the user to use discovered models. A model can be
used to match an unknown instance, or to generate
an interactive dialogue in which the system conducts
a series of questions/answers in order to predict the
outcome.

4. Model Selection and Visualization

4.1. Model Selection

The interestingness of discovered patterns/models is
commonly characterized by several criteria: evidence
indicates the significance of a finding measured by a
statistical criterion; redundancy amounts to the simi-
larity of a finding with respect to other-findings and
measures to what degree a finding follows from an-

other one; usefulness relates a finding to the goal of
the users; novelty includes the deviation from prior
knowledge of the user or system; simplicity refers to
the syntactical complexity of the presentation of a find-
ing, and generality is determined by the fraction of the
population a finding refers to. The interestingness can
be seen as a function of the above criteria [38] and
strongly depends on the user as well as his/her domain
knowledge.

Working with medical experts for more than two
years, we eventually came to realize that their evalua-
tion are not always concerned with performance met-
rics provided by discovery systems. In our case studies
on meningitis and stomach cancer domains presented
in Section 5, domain experts were often interested in
models that do not necessarily have the highest pre-
dictive accuracy but those that give them something
new. It turns out that model selection in a KDD system
would be a user-centered process that depends strongly
on active participation by the user.

The key idea of our solution to model selection in
D2MS is to support an effective participation of the
user in this process. Concretely, D2MS first supports
the user in doing trials on combinations of algorithms
and their parameter settings in order to produce com-
peting models, and then supports the user to evaluate
them quantitatively and qualitatively by providing both
performance criteria as well as visualization of these
models.

The model selection in D2MS mainly involves the
three steps of data processing, data mining, and post-
processing, as shown in Fig. 1. There are three phases
in doing model selection in D2MS, all of which are
managed by the plan management module: (1) regis-
tering plans of selected algorithms and their settings;
(2) executing the plans to discover models; (3) select-
ing appropriate models by a comparative evaluation of
competing models.

The first phase is to register plans. A plan is an or-
dered list of algorithms associated with their parameter
settings that can yield a model or an intermediate re-
sult when being executed. The plans are represented in
a tree form called plan tree whose nodes are selected
algorithms associated with their settings (the top-left
window in Fig. 2). The nodes on a path of the plan
tree must follow the order of preprocessing, data min-
ing, and post-processing. A plan may contain several
algorithms (nodes) of each step, for example filling in
missing values by the NCBMM and discretizing con-
tinuous attributes by the entropy-based algorithm in
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Figure 2. A screen of D2MS in selecting models learned from meningitis data: the top-left window shows the plan tree; the bottom-left
window shows the summary table of performance metrics of discovered models; the bottom-right window shows detail information of the model
being activated (highlighted); and the top-right window shows tightly-coupled views of the model in which the detailed view in the right part
corresponds to the field-of-view specified in the left part.

preprocessing, then mining by CABRO and LUPC, and
evaluating discovered results by k-fold cross validation
in post-processing.

The plan management module provides the user with
a friendly user-interface to register, modify, and delete
plans on the plan tree. D2MS allows the user to register
plans fully or gradually. A plan can be fully registered
by determining straightaway all of its component algo-
rithms and their settings so that it can yield a model.
However, a plan can be registered gradually by deter-
mining algorithms and their settings step by step. This
mode of registration is useful in mining large datasets.
For example, to do a task in the KDD process, the user
can try several algorithms/settings, and then evaluate
their results and select only promising ones for doing
further tasks.

The plan management module maintains profiles of
algorithms available in preprocessing, data mining, and

post-processing of D2MS. An algorithm profile con-
tains information about the algorithm functions, its re-
quirements, types and effect of its parameters. An al-
gorithm is registered via a dialog box when it is added
into a plan. For example, to generate a decision tree by
CABRO, the user needs to choose the minimum num-
ber of instances at leaf nodes, the lowest accepted error
rate, the attributes to be grouped, the method for filling
in missing values, etc. The top-left window in Fig. 2
shows a plan tree created for mining the meningitis
data (Section 5). This plan tree consists of NCBMM
for imputing missing values, a discretization based on
entropy and rough sets, and CABRO with different
selection measures of LUPC with several parameter
settings.

The second phase is to execute registered plans.
While gradually registering a plan, the user can run
an algorithm just after adding it to the plan, then
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evaluate its results before deciding whether to continue
the plan from its current stage with other algorithms, or
to backtrack and try the plan with another algorithm or
setting. The user also can run a plan after fully register-
ing it, or even register a number of plans and then run
them altogether. The intermediate results, the discov-
ered models and their summaries and exported forms
will be automatically created and stored in the model
base.

The third phase is to select appropriate models.
D2MS provides a summary table presenting perfor-
mance metrics of discovered models according to ex-
ecuted plans (the bottom-left window in Fig. 2). How-
ever, the user can evaluate each model in depth by visu-
alizing it, browsing its structure, checking its relation-
ship with the dataset, etc. (the top-right and bottom-
right windows in Fig. 2). The user also can visualize
several models simultaneously to compare them (see
Fig. 4). By getting a real insight into the competing
models, the user certainly can make a better selection
of models.

The performance metrics on discovered models are
reported according to the types of algorithms. D2MS
reports a multidimensional measure for classification
supervised algorithms consisting of the following sub-
measures: (1) accuracy, (2) size (number of leaf nodes
or rules), (3) training time, (4) pruning time, (5) re-
source demand (memory). D2MS also reports a multi-
dimensional measure for unsupervised clustering algo-
rithms with the following sub-measures: (1) size (num-
ber of clusters); (2) number of hierarchy levels (3) train-
ing time, (4) resource demand (memory).

Section 4.2 addresses the visualization in model se-
lection, and Section 5 will illustrate the D2MS’s model
selection with more details in regards to medicine
applications.

4.2. Visualization Support for Model Selection

In D2MS, visualization helps the user to interpret data
and models as well their connections in order to under-
stand and evaluate models better. Through visualiza-
tion the user also can see better the effect of algorithm
settings on resulted models so that he/she can adjust
settings to reach adequate models.

After a description of available visualizers in D2MS,
this subsection focuses on two highlighted character-
istics of its visualization: visualization of hierarchical
structures and a tight integration of visualization with
model selection.

4.2.1. Visualizers. There are three visualizers in
D2MS: data visualizer, rule visualizer, and hierarchy
visualizer.

Data visualizer. It provides the user graphical views
on the statistics of the input data and relations between
attributes. These include multiple forms of viewing
data such as tables, cross-tabulations, pie or charts,
cubes. The data visualizer supports the user in the pre-
processing step and in the selection of algorithms when
registering plans.

Rule visualizer. It allows the user to view rules gener-
ated by CABROrule or LUPC. The visualizer provides
graphical views on statistics of conditions and conclu-
sions of a rule, correctly and wrongly matched cases in
both training and testing data, and links between rules
and data.

Hierarchy visualizer. It visualizes hierarchical struc-
tures generated by CABRO and OSHAM. The visu-
alizer provides different views that may be suitable
for different types and sizes of hierarchies. The user
can view an overall structure of a hierarchy together
with the detailed information of each node. D2MS
provides several visualization techniques that allow
the user to visualize large hierarchical structures ef-
fectively. The tightly-coupled views [12] simultane-
ously display a hierarchy in normal size and tiny size
that allows the user to determine quickly the field-of-
view and to pan to the region of interest (Fig. 2). The
fish-eye view [13] distorts the magnified image so that
the center of interest is displayed at high magnifica-
tion, while the rest of the image is progressively com-
pressed. Also, the new technique T2.5D [14] is imple-
mented in D2MS for visualizing very large hierarchical
structures.

4.2.2. Trees 2.5 Dimensions. The user might find it
difficult to navigate a very large hierarchy, even with
tightlycoupled and fish-eye views. To overcome this
difficulty, we have been developing a new technique
called T2.5D (stands for Trees 2.5 Dimensions).

T2.5D is inspired by the work of Reingold and
Tilford [39] that draws clear trees in a reasonable time
with reasonable storage. Different from tightly-coupled
and fish-eye views that can be seen as location-based
views (view of objects in a region), T2.5D can be
seen as a relation-based view (view of related objects).
The starting point of T2.5D is the observation that a
large tree consists of many subtrees that are not usu-
ally and necessarily viewed simultaneously. The key
idea of T2.5D is to represent a large tree in a virtual
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3D space (subtrees are overlapped to reduce occupied
space), while each subtree of interest is displayed in a
2D space. To this end, T2.5D determines the fixed po-
sition of each subtree (its root node) in two axes (X and
Y) and, in addition, it computes dynamically a Z-order
for this subtree in an imaginary axis Z. A subtree with
a given Z-order is displayed in front of its siblings that
have higher Z-orders.

When visualizing and navigating a tree, at each mo-
ment the Z-order of all nodes on the path from the root
to a node in focus in the tree is set to zero by T2.5D.
The active wide path to a node in focus, which con-
tains all nodes on the path from the root to this node in
focus and their siblings, is displayed in the front of the
screen with highlighted colors to give the user a clear
view. Other parts of the tree remain in the background
to provide an image of the overall structure. With Z-
order, T2.5D can give the user an impression that trees
are drawn in a 3D space. The user can easily change

Figure 3. T2.5D provides views in between 2D and 3D. The pruned tree learned from the stomach cancer data by CABRO has 1795 nodes
where the active wide path to a node in focus displays all of its direct relatives in a 2D view.

the active wide path by choosing another node in
focus [14].

We have tested T2.5D with various real and artifi-
cial datasets. One example is the case of the U.S. cen-
sus bureau database consisting of 199,523 instances
described by 40 numeric and symbolic attributes
(103 Mbytes). T2.5D handles well a tree learned from
this dataset that has nearly 20,000 decision and leaf
nodes. The ease of navigation of such a large tree de-
pends mainly on the depth of the tree (number of tree
levels) and on the number of nodes having many sub-
nodes (branches) but not on the number of nodes, since
most of nodes are virtually represented. The under-
standing of such trees is supported by the use of dif-
ferent colors to label classes of leaf nodes. Figure 3
illustrates a pruned tree of 1795 nodes learned from
stomach cancer data (Section 5). In general, more than
1,000 nodes in several levels can be displayed together
on the screen [14].
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4.2.3. Visualization in Model Selection. In D2MS,
visualization is integrated with the steps of the
KDD process and closely associated with the plan
management module in support of model selection.
The user can have either of these two views: exe-
cuting a plan, or comparative views of discovered
models.

If the user is interested in following the execution
of one plan, he/she can view, for example, the input
data, the derived data after preprocessing, the gener-
ated models with chosen settings, and the exported re-
sults. Thus, the user can follow and verify the process of
discovery by each plan, and change settings to reach al-
ternative results. If the user is interested in comparative
evaluation of competing models generated by different
plans, he/she can have multiple views of these models.
The user can compare performance metrics of all ac-
tivated plans that are always available in the summary

Figure 4. Viewing comparatively competing models obtained by different OSHAM’s parameter settings in mining useful “concepts” from the
meningitis data. Two concept hierarchies show different possible descriptions in terms of size and structure.

table. Whenever the user highlights a row in the table,
the associated model will be automatically displayed.
Several windows can be opened simultaneously to dis-
play competing models in forms of trees, concept hier-
archies, or rule sets. Figure 4 illustrates a view of two
different concept hierarchies, with different sizes and
structures, generated by OSHAM from the meningitis
data.

5. Case Studies

This section illustrates the utility of model selection
and visualization of D2MS by presenting two knowl-
edge discovery case studies. It starts with a brief intro-
duction to three data mining methods (CABRO, LUPC
and OSHAM) implemented in D2MS, and two medical
datasets (on meningitis and stomach cancer).
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5.1. CABRO, LUPC, and OSHAM

5.1.1. Decision Tree Method CABRO. Decision tree
induction (DTI) is one of the most widely used knowl-
edge discovery methods for supervised data. From a
given set of labeled instances, DTI induces a model
(classifier) in the form of a decision tree that predicts
classes of unknown instances. Typical decision tree
methods include C4.5 [31] and CART [35].

The two main problems in DTI are attribute selec-
tion and pruning. Attribute selection is to decide which
attribute will be chosen to branch a decision node [36].
Pruning is to avoid over-fitting by reducing the com-
plexity of the tree [40]. In our current system, deci-
sion tree program CABRO (Construction d’une Base
de Règles à partir d’Observations) [7] or its variant
CABROrule [8] allow the user to generate different tree
models or rule sets by combining one of four attribute
selection measures (gain-ratio [31], the gini-index [35],
χ2 [36] and R-measure [7]) with one of the following
pruning algorithms: error-complexity, reduced-error,
and pessimistic error [31, 35].

The following techniques resulting from our re-
search on DTI have been implemented in the system: ef-
ficient visualization of hierarchical structures including
tightly-coupled, fish-eye, and T2.5D views [14]; and
rule post-pruning of large trees in the post-processing
step [8]. These techniques offer advantages in data min-
ing in which datasets are often large, and consequently
so are the decision trees. From the U.S. census database,
C4.5 produces a pruned tree of about 18,500 decision
and leaf nodes, which are almost impossible to under-
stand in text form. Also, C4.5 could not convert this
tree into a rule set after two days of running on a Sun
workstation of 128 Mbytes of RAM memory. CABRO,
however, provides an excellent view of its discovered
tree by T2.5D, and converted the tree into rules in a
near linear time of O(n log n).

5.1.2. Rule Induction Method LUPC. LUPC (Learn-
ing Unbalanced Positive Class) is another approach to
learning descriptive rules from supervised data. LUPC
permits two learning modes: learning one target class
or learning all classes. If the user is interested in learn-
ing one target class, this class will be considered as the
positive class C+ and all other classes as the negative
class C−. With a suitable voting procedure and by se-
quentially taking each class as the target class, LUPC
can learn all classes. It has been shown to be very effec-

tive when learning a minority class as the target class
in a unbalanced dataset, and it is comparable to other
well-known methods when learning all classes [11].

LUPC yields different rule sets depending on the set-
tings of its four parameters: (1) minimum accuracy of
a rule α; (2) minimum coverage of a rule β; (3) number
of candidate attribute-value pairs η; and (4) number of
candidate rules γ . There are three main features that
distinguish LUPC from related methods and allow it to
learn effectively in unbalanced datasets. Firstly, it effi-
ciently combines separate-and-conquer rule induction
[41] with association rule mining by finding αβ-strong
rules biased on accuracy and cover ratio with adaptive
thresholds. Secondly, it exploits a property of rules in
unbalanced datasets1 (we skip our proof as it can be
verified easily) to make an effective search with a large
beam search parameter, as well as using data in the
negative class to speed up the mining process on the
minority positive class. Thirdly, it integrates preprun-
ing and post-pruning in a way that can avoid overfit-
ting. Note that the risk of overfitting to the particular
dataset(s) given the hand-turning process of parame-
ter settings is avoided in D2MS while using CABRO,
CABROrule, and LUPC because of the pruning mode
of these programs.

5.1.3. Conceptual Clustering Method OSHAM.
Conceptual clustering is a typical knowledge discov-
ery method for unsupervised data. Its basic task is from
a given set of unlabelled instances to find simulta-
neously a hierarchical model that determines useful
object subsets and their intensional definitions. These
two problems relate to another important problem, that
of interpreting discovered concepts in the hierarchical
structure.

The method OSHAM (Making Automatically Hier-
archies of Structured Objects) employs a hybrid rep-
resentation of concepts that combines advantages of
classical, prototype, and exemplar views on concepts
[9]. Depending on parameter settings, OSHAM can
extract non-disjoint or disjoint hierarchical models of
concepts. The algorithm OSHAM is non-incremental
and divisive. For each discovered concept, OSHAM
seeks recursively for more specific subconcepts accord-
ing to a quality function defined in its hybrid represen-
tation. The form and the size of OSHAM’s hierarchical
models depend on plans and settings of the following
parameters: (1) the concept hierarchy to discover is
disjoint or non-disjoint; (2) the minimum size of each
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node; (3) the threshold about the concept dispersion;
and (4) the number of competitors for beam search.
OSHAM is associated with an interpretation procedure
to use discovered models. There are several variants of
OSHAM: incremental I-OSHAM that can learn when
databases are incrementally updated; and approximate
A-OSHAM that can learn approximate concepts when
data are uncertain and imprecise [10].

OSHAM yields different models with concept’s de-
scription in the hierarchy when parameter settings are
varied. The selection of appropriate models resulting
from unsupervised methods is difficult because only a
few quantitative indexes are available. However, OS-
HAM is implemented in the graphical environment of
D2MS and it supports the use in evaluating competing
models. In fact, the user can visualize the concept hier-
archies discovered by OSHAM, the general-to-specific
relation of the concepts, the description associated with
each concept such as its typical attribute-value pairs, the
dispersion among its members, the estimated occur-
rence probability of its members, etc. [9, 10]. Figure 4
shows D2MS support for comparatively evaluating two
models discovered by OSHAM, with different size and
structure, from meningitis data.

5.2. The Meningitis and Stomach Cancer Datasets

5.2.1. Meningitis Data. The meningitis dataset was
collected at the Medical Research Institute, Tokyo
Medical and Dental University from 1979 to 1993. It
contains data of patients who suffered from meningi-
tis and who were admitted to the department of emer-
gency and neurology in several hospitals. There are 38
numeric and categorical attributes presenting patients
history, physical examination, laboratory examination,
diagnosis, therapy, clinical course, final status, and risk
factors. The tasks determined by medical experts in ex-
tracting knowledge from this dataset is to find factors
important for (1) diagnosis of meningitis, (2) detection
of bacteria or virus, and (3) prediction of prognosis
[42]. The dataset and these tasks have been given to
challenge the research community [11].

5.2.2. Stomach Cancer Data. The stomach cancer
dataset collected at the National Cancer Center in
Tokyo during 1962–1991 is a very precious source for
this research. It contains data of 7,520 patients: de-
scribed originally by 83 numeric and categorical at-
tributes. These include information on patients, symp-

toms, type of cancer, longitudinal and circular loca-
tion, serosal invasion, metastasis, pre-operative com-
plication, post-operative complication, etc. One goal is
to use attributes containing patient information before
the operation to predict the patient status after the op-
eration. The domain experts are particularly interested
in finding predictive and descriptive rules for the class
of patients who died within 90 days after operation
(among five outcome classes “death within 90 days”,
“death after 90 days”, “death after 5 years”, “alive”,
“unknown”).

5.3. Knowledge Extraction from Meningitis Data

The main feature of the problem of knowledge ex-
traction from meningitis data is its multi-tasks. Each
of the tasks (1), (2), and (3) can be done by two al-
ternative target attributes. For example, the extraction
of diagnosis knowledge can be done by using either
attribute DIAG2 that groups diagnosis results into 2
classes (VIRUS and BACTERIA), or attribute DIAG
that groups diagnosis results into 6 classes (ABSCESS,
BACTERIA, BACTE(E), TB(E), VIRUS(E), VIRUS).
Similarly, two tasks of extracting predictive and de-
scriptive knowledge on the detection of bacteria/virus
and prognosis can be carried out with pairs of attributes
CULTFIND and CULTURE (2 and 13 classes), and
COURSE and CCOURSE (2 and 12 classes), respec-
tively. There are a total of 6 target attributes in this
dataset, and accordingly, 6 datasets derived from the
original one for the mining tasks. To find interesting
knowledge in such a complicated problem, the inter-
action of and iteration with various parameter settings
of data mining methods are indispensable in order to
generate and select models. In our experiments, it was
difficult to run iteratively with different parameter set-
tings and to comparatively evaluate other data mining
systems such as C4.5 [31], its successor See5, or CBA
[43].

Different plans have been created in D2MS for do-
ing these tasks. Each of them is typically a sequence
of methods for discretization of numerical attributes,
data mining, and visualization of extracted knowledge
or its exportation to the Excel format. Two super-
vised discretization methods in D2MS yield 2 differ-
ent derived datasets from each of 6 above-mentioned
derived datasets as these methods depend on the
class attribute. Thus, we obtained totally 12 different
derived datasets among them 4 derived datasets can be
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used for one mining task. The entropy-based discretiza-
tion method often ignores many attributes and yields
few discretized values on the remaining attributes. The
rough set-based discretization method does not ignore
any attributes and often yields more values for attributes
to be discretized. When data mining methods CABRO
(CABROrule), LUPC, and OSHAM with their differ-
ent settings are applied to these two derived datasets,
different possible models can be generated.

The plans associated with CABRO produce 16 com-
peting decision trees, with the default parameter set-
ting, for each of the mining tasks (1), (2), or (3) by
using alternatively 4 attribute selection measures (R-
measure, gain-ratio, gini-index, and χ2) on 4 derived
datasets. Figure 2 illustrates such generated decision
tree models. The bottom-left window reports the per-
formance metrics on each discovered model. Each of
them when highlighted will be visualized in the top-
right window, and detailed information of the model
can be seen in the bottom-right window. The generated
trees can be visualized and navigated by fish-eyes and
T2.5D visualizers. The utility of D2MS is supported by
the fact that it is relatively easy to induce decision trees
from a dataset but it is much more difficult to select the
best among them. The convenient way of evaluating
and comparing generated decision trees in D2MS is of
great help to the user.

The plans associated with LUPC (also CABROrule)
produce competing rule sets. LUPC runs in two modes:
(1) learning all classes, and (2) learning one target class
of the target attribute (one model will be generated for
one target class, says, the class VIRUS of the attribute
DIAG2). D2MS allows us to easily try LUPC with var-
ious parameter settings and to evaluate the obtained
rule sets by the performance metrics and visualization
of rules and data. By analyzing early results obtained
by varying parameter settings of LUPC, we have deter-
mined a promising parameter setting for this dataset:
minimum accuracy of a rule α = 95%, minimum cov-
erage of a rule β = 2, number of candidate attribute-
value pairsη = 100, number of candidate rulesγ = 30.
With these parameters we obtained totally 73 models
from 12 derived datasets when running two learning
modes (this number of models is smaller than the num-
ber of models possibly generated as we did not apply
the learning mode of one target class to several classes
of three attributes DIAG, CULTURE, and CCOURSE
as they have very few training instances). In general, the
number of discovered models depends on the parameter
settings. Rules found for identifying factors important

for diagnosis, detection of bacteria/virus, and predict-
ing prognosis were well accepted by domain experts
[11].

The plans associated with OSHAM produce differ-
ent concept hierarchies depending on the settings of
four parameters in OSHAM. Each concept hierarchy
presents a hierarchical model of concepts with mul-
tiple links where each concept is characterized by a
10-tuple of the components including its intension, ex-
tension, etc. [9]. As the size and structure of gener-
ated concept hierarchies may greatly change when OS-
HAM’s parameters are varied, it is particularly difficult
to produce and select appropriate models. The tree vi-
sualizer of D2MS offers a great support to the user in
observing and evaluating models, especially the model
structure and concept components. For example, the
tree visualizer allows us to answer a number of impor-
tant questions in doing model selection, for example,
which attribute-values pairs are the most significant in
discovered clusters? Also, what is the relation between
the model size (simplicity) and the quality of discov-
ered concepts (e.g., its dispersion, occurence probabil-
ity, etc.)?

Figure 4 illustrates two different models visualized
simultaneously for the comparison purpose. In this
example, the models consist of 75 and 114 concepts
(nodes) generated by two plans containing OSHAM
with its parameter settings (1, 7, 0.3, 3) and (1, 4, 0.3,
4), respectively. The user can observe the structure and
links of these models, as well as the characteristics of
each concept. Below is an example of a concept found
by OSHAM from the meningitis data with parameters
(1, 7, 0.3, 3). The components of this concept, which
covers 88 cases of which 2 are exceptional, can be seen
when navigating the concept hierarchy.

CONCEPT 59
Level = 4, Super Concepts = {25},
Sub Concepts = {60 61 62 63 64}

Concept dispersion = 0.297297
Local instance dispersion = 0.297297
Concept probability = 0.628571
Concept local conditional probability
= 1.000000

Features = {(WBC,0), (SEIZURE,1),
(EEG FOCUS(?),-), (CSF CELL, 0)}

Local instances/Covered instances = 2/88
Local instance dispersion = 0.297297
Local instance conditional probability
= 1.000000
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5.4. Knowledge Extraction from Stomach
Cancer Data

The extraction of prediction and description rules for
the class “death within 90 days” from stomach cancer
data is a difficult task because the classes in this dataset
have a very imbalanced distribution and they are not
well separated. Several well-known data mining sys-
tems C4.5, See5, CBA, and Rosetta have been applied
to do this task. However, the obtained results were far
from expectations: they have low support and confi-
dence, and usually relate to only a small percentage
of patients of the target class. In next subsections, we
show that the method LUPC, with visualization tools of
D2MS, allows us to detect and select some interesting
rules.

5.4.1. Preliminary Analysis of Data with Visualization
Tools. The D2MS’s visualization tools associated in
LUPC allow us to examine the data and to gain better
insight into complex data before learning. While the
viewing mode of original data offers an intuition about

Figure 5. Visualization of data suggested rare events to be investigated.

the distribution of individual attributes and instances,
the summarizing and querying modes can suggest ir-
regular or rare events to be investigated, or to guide
which biases could be used to narrow the huge search
space.

It is commonly known that patients who have symp-
toms “liver metastasis” of all levels 1, 2, or 3 will cer-
tainly not survive. Also, “serosal invasion = 3” is a
typical symptom of the class “death within 90 days.”
With the visualization tools, we found several unusual
events. For example, among 2329 patients in the class
“alive”, 5 of them have heavy metastasis of level 3,
and 1 and 8 of them have metastasis level 2 and 1,
respectively. Moreover, the querying data allow us to
verify some significant combination of symptoms such
as “liver metastasis = 3”, and “serosal invasion = 3”
as shown in Fig. 5.

5.4.2. Finding General Rules in Class “Death
within 90 Days”. The term “general rule” indicates
extracted rules based on common measures of rule
quality such as accuracy and coverage. Different
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Table 1. Number and quality of rules discovered by various data mining methods.

Nb. rules

cover ≥ 1, cover ≥ 7, cover ≥ 10,
Methods acc ≥ 50% acc ≥ 80% acc ≥ 50% Method LUPC Nb. rules

See5 (CF = 25%) 16 0 1 cover ≥ 1, acc ≥ 50% 225

See5 (CF = 99%) 178 2 1 cover ≥ 7, acc = 80% 22

CBA-CB 106 1 0 cover ≥ 7, acc ≥ 100% 4

CBA-CAR 1,496 1 45 cover ≥ 10, acc ≥ 50% 45

Rosetta 19,564 5 0 cover ≥ 10, acc ≥ 60% 23

cover ≥ 10, acc ≥ 70% 6

cover ≥ 10, acc ≥ 80% 0

plans have been created in D2MS for finding rules
of the target class “death within 90 days”. The plans
typically combine the feature selection algorithm
SFG [34], rule induction method LUPC, and D2MS’s
visualization and exportation of discovered rules. SFG
orders attributes according to their information gain,
and the user can choose different subsets of attributes
in the decreasing order of information gain. Note
that SFG has also been used for preprocessing when
applying See5, CBA, and Rosetta.

For the simplicity of model selection, we fixed the
LUPC’s default values of two parameters on the num-
ber of candidate attribute-value pairs (η = 100) as well
as the number of candidate rules (γ = 20), and we
varied two other parameters on minimum accuracy of
rules α and minimum coverage of rules β. Given α and
β, LUPC offers three types of search biases on either
accuracy or coverage: (1) Rules are found with accu-
racy as high as possible, while coverage is kept equal
or greater than β, (2) Rules are found with coverage
as high as possible, while accuracy is kept equal or
greater than α, (3) Rules are found with both accuracy
and coverage as high as possible by using alternatively
two previous types of search biases with intermediate
thresholds α′ and β ′, which are initially set with possi-
ble highest values and alternatively reduced until they
become smaller than α and β, respectively.

Unlike other systems that often produce poor results
in doing this task, LUPC allows us to run and visual-
ize different models generated by these types of search
biases, and select the best ones. Table 1 shows the num-
ber of rules discovered by four methods according to
the required minimum of coverage (cover) and accu-
racy (acc) of rules. The left part of the table shows the
number of rules discovered by See5, CBA (two modes

CBA-CB and CBA-CAR), Rosetta, and the right part
shows the number of rules discovered by LUPC. It is
clear that with the same values of α and β, LUPC can
find more and higher quality rules than the other sys-
tems. For example, when the required minimum cov-
erage and accuracy are low (1 and 50%, respectively)
See5, CBA, and Rosetta can find many rules, but when
these thresholds are set highly (10 and 50%, 7 and
80%, respectively), these methods can discover only a
few rules that cover a small number of instances in the
target class. However, with these required thresholds
on coverage and accuracy, or even higher thresholds,
LUPC can find much more rules that cover a great num-
ber of instances of the target class as shown in the right
part of Table 1.

5.4.3. Finding Irregular Rules in Class “Death within
90 Days”. It is commonly known that patients will die
when liver metastasis occurs aggressively. Other learn-
ing methods when applied to this datasets often yield
rules for the class “death within 90 days” containing
“liver metastasis” that are considered acceptable but
not useful by domain experts. Also, these discovered
rules usually cover only a subset of patients of this
class. This low coverage means that there are patients
of the class who are not included in “liver metastasis”
and, therefore, it is difficult to detect them.

Using visual interactive LUPC, we ran different tri-
als and specified parameters and constraints to find
only rules that do not contain the characterized at-
tribute “liver metastasis” and/or its combination with
two other typical attributes, “Peritoneal metastasis”
and “Serosal invasion.” Below is a rule with accuracy
100% discovered by LUPC that can be seen as a rare
and irregular event in the class.
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Rule 8 accuracy = 1.0 (4/4),
cover = 0.001 (4/6712)

IF category = R AND sex = F
AND proximal third = 3
AND middle third = 1

THEN class = death within 90 days

5.4.4. Finding Rare Events in Class “Alive”. The
prediction of rare events is becoming particularly inter-
esting. When supposing that some attribute-value pairs
may characterize some rare and/or significant events,
LUPC, thanks to its associated visualization tools, al-
low us examine effectively the hypothesis space and
identify rare rules with any given small support or
confidence. An example is to find rules in the class
“alive” that contain the symptom “liver metastasis.”
Such events are certainly rare and influence human
decision making. We found rare events in the class
“alive”, such as male patients getting “liver metastasis”
at serious level 3 can survive with the accuracy
of 50%.

Rule 1 accuracy = 0.500 (2/4);
cover = 0.001 (4/6712)

IF sex = M AND type = B1
AND liver metastasis = 3
AND middle third = 1

THEN class = alive

6. Conclusion

We have presented the knowledge discovery system
D2MS with support for model selection integrated with
visualization. We emphasize the crucial role of the
user’s participation in the model selection process of
knowledge discovery and have designed D2MS to sup-
port such a participation. Our basic idea is to provide
the user with the ability of trying various alternatives
of algorithm combinations and their settings, as well
as to provide the user with performance metrics and
effective visualization so that the user can get insight
into the discovered models before making his/her final
selection. D2MS with its model selection support has
been used and shown to be advantageous in extract-
ing knowledge from two real-world datasets, one on
meningitis and one on stomach cancer.

The following objectives are under investigation:
(1) to improve the construction of the system with
described properties; (2) to validate and improve the
effectiveness of the system through the use of it in
real applications, in particular applications involving

medical data with the participation of domain ex-
perts; (3) to enrich the system by adding other tech-
niques for preprocessing, post-processing, and data
mining, or by adding meta-knowledge in algorithm pro-
files and integrating on-line rules to the phase of plan
registration.
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Note

1. Given two thresholds α and β on accuracy and coverage ratio,
0 ≤ α, β ≤ 1, a rule R is not αβ-strong for any arbitrary β if
cov−(R)≥ 1−α

α
cover+(R) where cov+(R) and cov− R denote the

positive and negative coverage of the rule R.
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