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Abstract. Completion is one of the most studied techniques in term
rewriting. We present a new proof of the correctness of abstract comple-
tion that is based on peak decreasingness, a special case of decreasing
diagrams. Peak decreasingness replaces Newman’s Lemma and allows us
to avoid proof orders in the correctness proof of completion. As a result,
our proof is simpler than the one presented in textbooks, which is con-
firmed by our Isabelle/HOL formalization. Furthermore, we show that
critical pair criteria are easily incorporated in our setting.

1 Introduction

Knuth and Bendix’ completion procedure [11] is a landmark result in term rewrit-
ing. Given an equational system E and a reduction order, the completion pro-
cedure aims to construct a complete (terminating and confluent) term rewrite
system that is equivalent to E , thereby providing a general solution to the valid-
ity problem. Completion has had significant impact on various areas of computer
science, in particular automated theorem proving.

The completion process is non-trivial and showing its correctness is a chal-
lenge [8]. Bachmair, Dershowitz, and Hsiang [4] introduced abstract inference
rules that capture the essence of completion and introduced a new proof tech-
nique based on proof orders and persistent sets. This became the de facto stan-
dard and has been adopted in textbooks on term rewriting [1,17]. Very recently,
this proof was further simplified for finite runs and formalized in Isabelle/HOL
by Sternagel and Thiemann [16]. Still, we do not hesitate to point to the in-
tricacy of these proofs, especially when practical critical pair criteria [2,3] are
incorporated in completion.

Contribution. In this paper we present a new and formalized correctness proof
of abstract completion for finite runs. We introduce a new confluence criterion
for abstract rewriting, which we name peak decreasingness, allowing us to ab-
stract from proof orders in order to obtain a simple and elementary proof of the
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correctness of completion. Moreover the proof incorporates a critical pair crite-
rion: it suffices to consider prime critical pairs. Our formalization was conducted
using Isabelle/HOL [12].

Formalization. Our formalization is available as part of IsaFoR (an Isabelle/HOL
formalization of rewriting) version 2.14.3 To have a look at the actual for-
malization visit IsaFoR’s website and follow the link Mercurial repository un-
der Downloads. Alternatively you can download the provided *.tgz file. Either
way, all the relevant theory files are to be found in the subdirectory IsaFoR/.
The content of this paper comprises the following theory files: Renaming for-
malizes permutations and permutation types, and proves useful facts about
them; Renaming_Interpretations gives permutation type instances for terms,
rules, substitutions, TRSs, etc., i.e., allows us to apply permutations to them;
Peak_Decreasingness defines labeled conversions and peak decreasingness, and
contains the proof that the latter implies confluence; CP defines overlaps, critical
peaks, and critical pairs, and proves the critical pair lemma as well as the fact
that for finite TRSs only finitely many representatives of critical pairs have to
be considered; Prime_Critical_Pairs defines prime critical pairs and proves an
important result about peaks that allows us to restrict to prime critical pairs for
fairness; Abstract_Completion defines the inference rules of abstract comple-
tion, and proves their soundness; finally Completion_Fairness proves soundness
of abstract completion when restricting fairness to prime critical pairs. For the
benefit of a general audience we present all the proofs in the following on a high
level and using standard mathematical notation. Nevertheless the proofs are ex-
actly along the lines of our formalization and from time to time we sprinkle the
text with comments directed at Isabelle initiates. But those are not essential for
understanding.

Organization. The remainder of the paper is organized as follows. In the next
section we recall some rewriting preliminaries. In Section 3 we discuss our for-
malization of variable renamings. Peak decreasingness is introduced in Section 4.
The critical pair lemma, or rather: a formalized critical peak lemma, is the sub-
ject of Section 5. Our new correctness proof for abstract completion is presented
in full detail in Section 6. Related work is discussed in Section 7 before we
conclude in Section 8.

2 Preliminaries

We assume familiarity with term rewriting and all that (e.g., [1]) and only shortly
recall notions that are used in the following. An abstract rewrite system (ARS
for short) A is a set A, also called the carrier, equipped with a binary relation
→. Sometimes we partition the binary relation into parts according to a set I of
indices (or labels). Then we write A = 〈A, {→α}α∈I〉 where we denote the part
of the relation with label α by →α, i.e., → =

⋃
α∈I→α. In our formalization

3 http://cl-informatik.uibk.ac.at/software/ceta
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ARSs are just relations which are represented by sets of pairs in Isabelle/HOL,
i.e., of type (α× α) set, and their carrier is given implicitly by the type α.

Terms are defined inductively as follows: a term is either a variable x from the
set V or is constructed by applying a function symbol f ∈ F to a list of argument
terms f(t1, . . . , tn). Here F is called the signature. The set of all terms built over
F and V is denoted by T (F ,V). In our formalization terms are represented by
the datatype

datatype (α, β) term = Var β | Fun α ((α, β) term list)

that is, the signature as well as the set of variables is given implicitly by the type
parameters α and β, respectively. The set of variables of a term t is denoted by
Var(t) (this is easily extended to rules, term rewrite systems, etc.). Positions
are finite lists of positive natural numbers where the empty position (or root
position) is denoted by ε. The set of positions of a term t is denoted by Pos(t) and
partitioned into function positions PosF and variable positions PosV . Positions
are partially ordered by the prefix order, i.e., p 6 q if p is a prefix of q (we
also say that p is above q). Two positions p and q for which neither p 6 q nor
q 6 p are called parallel, denoted by p ‖ q. Whenever p 6 q, by q \ p we denote
position q without its prefix p. The subterm of t at position p is denoted by t|p
and replacing this term by s is denoted by t[s]p.

A substitution is a mapping σ from variables to terms such that its domain
{x ∈ V | σ(x) 6= x} is finite. Applying a substitution to a term is written tσ.

A pair of terms (s, t) is sometimes considered an equation, then we write
s ≈ t, and sometimes a (rewrite) rule, then we write s → t. In the latter case
we assume that the left-hand side is not a variable and that the variables of the
right-hand side t are all contained in the left-hand side s. This assumption we
call the variable condition.

A set E of equations is called an equational system (ES for short) and a set
R of rules a term rewrite system (TRS for short). In the following we assume
the variable condition for all rules of a TRS. Sets of pairs of terms induce a
rewrite relation by closing their components under contexts and substitutions.
More precisely the rewrite relation of R, denoted by →R, is defined inductively
by s→R t whenever there are a rule `→ r ∈ R, a position p, and a substitution
σ such that s|p = `σ and t = s[rσ]p. In the following we sometimes drop R
in →R if it is clear from the context. Moreover, individual steps are sometimes
annotated with additional information (the employed rule, the corresponding
position, etc.).

A binary relation → is well-founded (or terminating) if it does not admit
any infinite descending sequence a1 → a2 → a3 → · · · . A well-founded order
that is closed under contexts and substitutions is called a reduction order. Thus
a reduction order that strictly orients all rules of a TRS establishes termination
of the induced rewrite relation.
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3 Renaming Variables

This section is not essential for understanding the remainder of the paper. How-
ever, it addresses a typical problem that arises when formalizing proofs involving
variable renaming. Thus it is mostly interesting for users of proof assistants.

One thing that is often neglected or treated implicitly in paper proofs is
renaming of variables, which is often necessary to make sure that two given
objects do not contain any common variables. While on the one hand, this is
clearly not good enough for a formalization using a proof assistant; on the other
hand, a thorough treatment quickly leads to tedious reasoning (which is typically
left as an exercise in textbooks; see for example the proof of the statement that
two most general unifiers only differ by a renaming in [17, Chapter 2] and [1,
Chapter 4]).

We aim for a setup that allows us to argue along the lines of a paper proof
also in its formalization. The advantage of doing so is that not only the result is
certified to be correct, but also the proof itself. Moreover, simulating the implicit
reasoning used in a paper proof should be as painless as possible.

To this end it turns out that a slight modification of a previous Isabelle/HOL
formalization of permutations and permutation types by Urban et al. [9,18] is
very useful. Here a permutation (also called renaming) is just a bijective function
f such that {x | f(x) 6= x} is finite, and a permutation type is a type whose
elements support applying a permutation to them. The mentioned modification
consists in parameterizing permutation types over the type of atoms (which we
call variables in the following) in addition to the type of elements (which may be
terms, substitutions, rules, TRSs, etc.) To make this possible we have to switch
from Isabelle’s type classes to locales and therefore to reformalize a theory of
permutations (thankfully, most proofs are not much different from the type class
version). Moreover many useful results only hold under the assumption that we
have an infinite set of variables, e.g., that we can always rename the variables of
two finite objects apart. This we express in Isabelle by demanding that the type
of variables is in the type class infinite (whose only assumption says that the
universe of all values of the corresponding type be infinite). Permutation types
are expressed as follows in Isabelle (see theory Renaming):

locale pt =
fixes · :: (α :: infinite) perm ⇒ β ⇒ β
assumes id · x = x and (π1 ◦ π2) · x = π1 · (π2 · x)

where id is the empty permutation, ◦ denotes function composition, and π · x
denotes applying the renaming π to the element x. Also note that α :: infinite
requires the type α to contain infinitely many elements. Associated with each
permutation type is the notion of support. Since we will not give any more
details about permutation types, suffice it to say that for permutation types
whose elements have finite support, this notion corresponds to the set of free
variables.

The most important result about finitely supported permutation types for
our purposes is that we can always find a permutation π which makes the support
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of x disjoint from a given finite set of variables. Intuitively, this means that we
can always rename variables apart.

After a general theory of renamings we have to create concrete instances for
terms, rules, substitutions, TRSs, etc. (see theory Renaming_Interpretations).
Using this machinery we have formalized the following results (the interested
reader is referred to the formalization for proofs).

Lemma 1. Let σ and τ be substitutions.4

1. If σ′ and τ ′ are substitutions with σσ′ = τ and ττ ′ = σ then there is a
renaming π such that π · σ = τ .

2. If σ and τ are two most general unifiers of a set of equations, then they are
variants of each other.

In the remainder, whenever we say that a term t is a variant of a term u,
what we formally mean is that there is a permutation π such that π · t = u. Of
course, this also works for rules, substitutions, TRSs, etc.

4 Peak Decreasingness

In this section we present the abstract result that replaces Newman’s Lemma in
the proof of the correctness of abstract completion.

Definition 2. An ARS A = 〈A, {→α}α∈I〉 is peak decreasing if there exists a
well-founded order > on I such that for all α, β ∈ I the inclusion

α← · →β ⊆
∗←−−→
∨αβ

holds. Here ∨αβ denotes the set {γ ∈ I | α > γ or β > γ} and if J ⊆ I then −→
J

denotes the union of all −→
γ

with γ ∈ J and
∗←→
J

denotes a conversion consisting
of −→

J
steps.

Peak decreasingness is a special case of decreasing diagrams [13], which is
known as a powerful confluence criterion. Correctness of decreasing diagrams
has been formally verified in Isabelle/HOL by Zankl [20] and it should in prin-
ciple be possible to obtain our results on peak decreasingness as a special case.
However, for the sake of simplicity we present its easy direct proof (which we
also formalized in order to verify its correctness). We denote by M(J) the set
of all multisets over a set J .

Lemma 3. Every peak decreasing ARS is confluent.

Proof. Let > be a well-founded order on I which shows that the ARS A =
〈A, {→α}α∈I〉 is peak decreasing. With every conversion C in A we associate the
multiset MC consisting of the labels of its steps. These multisets are compared
by the multiset extension >mul of >, which is a well-founded order on M(I).

4 Finiteness of substitution domains is used (only) for this lemma (in this paper).
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We prove ↔∗ ⊆ ↓ by well-founded induction on >mul. Consider a conversion C
between a and b. We either have a ↓ b or a↔∗ · ← · → · ↔∗ b. In the former case
we are done. In the latter case there exist labels α, β ∈ I and multisets Γ1, Γ2 ∈
M(I) such that MC = Γ1 ]{α, β}]Γ2. By the peak decreasingness assumption
there exists a conversion C ′ between a and b such that MC′ = Γ1 ] Γ ] Γ2 with
Γ ∈ M(∨αβ). We obviously have {α, β} >mul Γ and hence MC >mul MC′ . We
obtain a ↓ b from the induction hypothesis. ut

What we informally state as with every conversion we associate the multiset
of the labels of its steps in the proof above is formalized as an inductive predicate
�� defined by the rules

a��{} a

α ∈ I a
α←→ b b��M c

a��M]{α} c

together with the fact that for all a and b, we have a ↔∗ b if and only if there
is a multiset M such that a ��M b. (This predicate is called conv in theory
Peak_Decreasingness.)

5 Critical Pair Lemma

Completion is based on critical pair analysis. In this section we present a version
of the critical pair lemma that incorporates primality. The correctness proof is
based on peak decreasingness.

Definition 4. An overlap of a TRS R is a triple 〈`1 → r1, p, `2 → r2〉 satisfying
the following properties:

– there are renamings π1 and π2 such that π1 · (`1 → r1), π2 · (`2 → r2) ∈ R,
– Var(`1 → r1) ∩ Var(`2 → r2) = ∅,
– p ∈ PosF (`2),
– `1 and `2|p are unifiable,
– if p = ε then `1 → r1 and `2 → r2 are not variants.

In general this definition may lead to an infinite set of overlaps, since there
are infinitely many possibilities of taking variable disjoint variants of rules. For-
tunately it can be shown (and has been formalized) that overlaps that originate
from the same two rules are variants of each other (see theory CP). Overlaps give
rise to critical peaks and pairs.

Definition 5. Suppose 〈`1 → r1, p, `2 → r2〉 is an overlap of a TRS R. Let σ be
a most general unifier of `1 and `2|p. The term `2σ[`1σ]p = l2σ can be reduced
in two different ways:

`2σ[`1σ]p = `2σ

`2σ[r1σ]p r2σ

`1 → r1
p

`2 → r2
ε
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We call the quadruple (`2σ[r1σ]p, p, `2σ, r2σ) a critical peak and the equation
`2σ[r1σ]p ≈ r2σ a critical pair of R, obtained from the overlap. The set of all
critical pairs of R is denoted by CP(R).

In our formalization we do not use an arbitrary most general unifier in the
above definition. Instead we use the most general unifier that is computed by
the formalized unification algorithm that is part of IsaFoR (thereby removing one
degree of freedom and making it easier to show that only finitely many critical
pairs have to be considered for finite TRSs).

A critical peak (t, p, s, u) is usually denoted by t
p←− s

ε−→ u. It can be shown
(and has been formalized) that different critical peaks and pairs obtained from
two variants of the same overlap are variants of each other. Since rewriting is
equivariant under permutations, it is enough to consult finitely many critical
pairs or peaks for finite TRSs (one for each pair of rules and each appropriate
position) in order to conclude rewriting related properties (like joinability or
fairness, see below) for all of them.

We present a variation of the well-known critical pair lemma for critical peaks
and its formalized proof. The slightly cumbersome statement is essential to avoid
gaps in the proof of Lemma 9 below.

Lemma 6. Let R be a TRS. If t R
p1←− s p2−→R u then one of the following holds:

(a) t ↓R u,

(b) p2 6 p1 and t|p2
p1\p2←−−− s|p2

ε−→ u|p2 is an instance of a critical peak,

(c) p1 6 p2 and u|p1
p2\p1←−−− s|p1

ε−→ t|p1 is an instance of a critical peak.

Proof. Consider an arbitrary peak t p1,`′1→r′1,σ′
1
← s →p2,`2→r2,σ2

u. If p1 ‖ p2
then t →p2,`2→r2,σ2

t[r2σ2]p2 = u[r′1σ
′
1]p1 p1,`′1→r′1,σ′

1
← u. If the positions of the

contracted redexes are not parallel then one of them is above the other. Without
loss of generality we assume that p1 > p2. Let p = p1 \ p2. Moreover, let π be a
permutation such that `1 → r1 = π · (`′1 → r′1) and `2 → r2 have no variables
in common. Such a permutation exists since we only have to avoid the finitely
many variables of `2 → r2 and assume an infinite set of variables. Furthermore,
let σ1 = π−1 · σ′1. We have t = s[r1σ1]p1 = s[`2σ2[r1σ1]p]p2 and u = s[r2σ2]p2 .
We consider two cases depending on whether p ∈ PosF (`2) in conjunction with
the fact that whenever p = ε then `1 → r1 and `2 → r2 are not variants, is true
or not.

– Suppose p ∈ PosF (`2) and p = ε implies that `1 → r1 and `2 → r2 are
not variants. Let σ′(x) = σ1(x) for x ∈ Var(`1 → r1) and σ′(x) = σ2(x),
otherwise. The substitution σ′ is a unifier of `2|p and `1: (`2|p)σ′ = (`2σ2)|p =
`1σ1 = `1σ

′. Then 〈`1 → r1, p, `2 → r2〉 is an overlap. Let σ be a most general

unifier of `2|p and `1. Hence `2σ[r1σ]p
p←− `2σ

ε−→ r2σ is a critical peak and
there exists a substitution τ such that σ′ = στ . Therefore

`2σ2[r1σ1]p = (`2σ[r1σ]p)τ
p←− (`2σ)τ

ε−→ (r2σ)τ = r2σ2

and thus (b) is obtained.
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– Otherwise, either p = ε and `1 → r1, `2 → r2 are variants, or p /∈ PosF (`2).
In the former case it is easy to show that r1σ1 = r2σ2 and hence t = u. In the
latter case, there exist positions q1, q2 such that p = q1q2 and q1 ∈ PosV(`2).
Let `2|q1 be the variable x. We have σ2(x)|q2 = `1σ1. Define the substitution
σ′2 as follows:

σ′2(y) =

{
σ2(y)[r1σ1]q2 if y = x

σ2(y) if y 6= x

Clearly σ2(x)→R σ′2(x), and thus r2σ2 →∗ r2σ′2. We also have

`2σ2[r1σ1]p = `2σ2[σ′2(x)]q1 →∗ `2σ′2 → r2σ
′
2

Consequently, t→∗ s[r2σ′2]p2
∗← u. Hence, (c) is concluded. ut

An easy consequence of the above lemma is that for every peak t R← s→R u
we have t ↓R u or t ↔CP(R) u. It might be interesting to note that in our
formalization of the above proof we do actually not need the fact that left-hand
sides of rules are not variables.

Definition 7. A critical peak t
p←− s

ε−→ u is prime if all proper subterms of s|p
are in normal form. A critical pair is called prime if it is derived from a prime
critical peak. We write PCP(R) to denote the set of all prime critical pairs of a
TRS R.

Below we prove that non-prime critical pairs need not be computed. In the
proof we use a new ternary relation on terms. It expresses the condition under
which a conversion between two terms is considered harmless (when it comes to
proving confluence of terminating TRSs). This relation is also used in the new
correctness proof of abstract completion that we present in the next section.

Definition 8. Given a TRS R and terms s, t, and u, we write t Os u if s→+
R t,

s→+
R u, and t ↓R u or t↔PCP(R) u.

Lemma 9. Let R be a TRS. If t
p←− s ε−→ u is a critical peak then t O2

s u.

Proof. First suppose that all proper subterms of s|p are in normal form. Then
t ≈ u ∈ PCP(R) and thus t Os u. Since also u Os u, we obtain the desired t O2

s u.
This leaves us with the case that there is a proper subterm of s|p that is not
in normal form. By considering an innermost redex in s|p we obtain a position
q > p and a term v such that s

q−→ v and all proper subterms of s|q are in normal
form. Now, if v

q←− s ε−→ u is an instance of a critical peak then v →PCP(R) u.
Otherwise, v ↓R u by Lemma 6, since q 66 ε. In both cases we obtain v Os u.
Finally, we analyze the peak t

p←− s q−→ v by another application of Lemma 6.

1. If t ↓R v, we obtain t Os v and thus t O2
s u, since also v Os u.

2. Since p < q, only the case that v|p
q\p←−− s|p

ε−→ t|p is an instance of a critical
peak remains. Moreover, all proper subterms of s|q are in normal form and
thus we have an instance of a prime critical peak. Hence t ↔PCP(R) v and
together with v Os u we conclude t O2

s u. ut
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Corollary 10. Let R be a TRS. If t R← s→R u then t O2
s u.

Proof. From Lemma 6, either t ↓R u and we are done, or t R← s→R u contains
a (possibly reversed) instance of a critical peak. By Lemma 9 we conclude the
proof, since rewriting is closed under substitutions and contexts. ut

The following result is due to Kapur et al. [10, Corollary 4].

Corollary 11. A terminating TRS is confluent if and only if all its prime crit-
ical pairs are joinable.

Proof. Let R be a terminating TRS such that PCP(R) ⊆ ↓R. We label rewrite
steps by their starting term and we claim that R is peak decreasing. As well-
founded order we take > = →+

R. Consider an arbitrary peak t R← s →R u.
Lemma 10 yields a term v such that t Os v Os u. From the assumption PCP(R) ⊆
↓R we obtain t ↓R v ↓R u. Since s→+

R v, all steps in the conversion t ↓R v ↓R u
are labeled with a term that is smaller than s. Since the two steps in the peak
receive the same label s, peak decreasingness is established and hence we obtain
the confluence of R from Lemma 3. The reverse direction is trivial. ut

Note that unlike for ordinary critical pairs, joinability of prime critical pairs
does not imply local confluence.

Example 12. Consider the following TRS R:

f(a)→ b f(a)→ c a→ a

The set PCP(R) consists of the pairs f(a) ≈ b and f(a) ≈ c, which are trivially
joinable. But R is not locally confluent because the peak b R← f(a)→R c is not
joinable.

6 Abstract Completion

The abstract completion procedure for which we give a new and formalized
correctness proof is presented in the following definition.

Definition 13. The inference system KB operates on pairs consisting of an ES
E and a TRS R over a common signature F . It consists of the following six
inference rules:

deduce
E ,R

E ∪ {s ≈ t},R
if s R← · →R t compose

E ,R] {s→ t}
E ,R∪ {s→ u}

if t→R u

E ] {s ≈ t},R
E ,R∪ {s→ t}

if s > t
E ] {s ≈ t},R
E ∪ {u ≈ t},R

if s→R u

orient simplify
E ] {s ≈ t},R
E ,R∪ {t→ s}

if t > s
E ] {s ≈ t},R
E ∪ {s ≈ u},R

if t→R u

delete
E ] {s ≈ s},R

E ,R
collapse

E ,R] {t→ s}
E ∪ {u ≈ s},R

if t→R u

9



Here > is a fixed reduction order on T (F ,V).

Inference rules for completion were introduced by Bachmair, Dershowitz, and
Hsiang in [4]. The version above differs from most of the inference systems in the
literature (e.g. [2,3]) in that we do not impose any encompassment restriction in
collapse. The reason is that only finite runs will be considered here (cf. [16]).

We write (E ,R) for the pair E ,R when it increases readability. We write
(E ,R) `KB (E ′,R′) if (E ′,R′) can be obtained from (E ,R) by applying one of
the inference rules of Definition 13.

According to the following lemma the equational theory induced by E ∪R is
not affected by application of the inference rules of KB. This is well-known, but
our formulation is new and paves the way for a simple correctness proof.

Lemma 14. Suppose (E ,R) `KB (E ′,R′).

1. If s −−−→
E∪R

t then s
=−−→
R′
· =−−−−→
E′∪R′

· =←−−
R′

t.

2. If s −−−−→
E′∪R′

t then s
∗←−−→
E∪R

t.

Proof. By inspecting the inference rules of KB we easily obtain the following
inclusions:

deduce
E ∪ R ⊆ E ′ ∪R′ E ′ ∪R′ ⊆ E ∪R ∪←−

R
· −→
R

orient
E ∪ R ⊆ E ′ ∪R′ ∪ (R′)−1 E ′ ∪R′ ⊆ E ∪R ∪ E−1
delete
E ∪ R ⊆ E ′ ∪R′ ∪= E ′ ∪R′ ⊆ E ∪R
compose
E ∪ R ⊆ E ′ ∪R′ ∪ −−→

R′
· ←−−
R′

E ′ ∪R′ ⊆ E ∪R ∪−→
R
· −→
R

simplify
E ∪ R ⊆ E ′ ∪R′ ∪ −−→

R′
· −→
E′
∪ −→
E′
· ←−−
R′

E ′ ∪R′ ⊆ E ∪R ∪←−
R
· −→
E
∪ −→
E
· −→
R

collapse
E ∪ R ⊆ E ′ ∪R′ ∪ −−→

R′
· −→
E′

E ′ ∪R′ ⊆ E ∪R ∪←−
R
· −→
R

Consider for instance the collapse rule and suppose that s ≈ t ∈ E ∪ R. If
s ≈ t ∈ E then s ≈ t ∈ E ′ because E ⊆ E ′. If s ≈ t ∈ R then either s ≈ t ∈ R′
or s →R u with u ≈ t ∈ E ′ and thus s →R′ · →E′ t. This proves the inclusion
on the left. For the inclusion on the right the reasoning is similar. Suppose that
s ≈ t ∈ E ′ ∪ R′. If s ≈ t ∈ R′ then s ≈ t ∈ R because R′ ⊆ R. If s ≈ t ∈ E ′
then either s ≈ t ∈ E or there exists a rule u → t ∈ R with u →R s and thus
s R← · →R t.

Since rewrite relations are closed under contexts and substitutions, the in-
clusions in the right column prove statement (2). Because each inclusion in the
left column is a special case of

E ∪ R ⊆ =−−→
R′
· =−−−−→
E′∪R′

· =←−−
R′

also statement (1) follows from the closure under contexts and substitutions of
rewrite relations. ut
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Corollary 15. If (E ,R) `∗KB (E ′,R′) then
∗←−−→
E∪R

=
∗←−−−→

E′∪R′
. ut

The next lemma states that termination of R is preserved by applications of
the inference rules of KB. It is the final result in this section whose proof refers
to the inference rules.

Lemma 16. If (E ,R) `∗KB (E ′,R′) and R ⊆ > then R′ ⊆ >.

Proof. We consider a single step (E ,R) `KB (E ′,R′). The statement of the lemma
follows by a straightforward induction proof. Observe that deduce, delete, and
simplify do not change the set of rewrite rules and henceR′ = R ⊆ >. For collapse
we have R′ ( R ⊆ >. In the case of orient we have R′ = R ∪ {s → t} with
s > t and hence R′ ⊆ > follows from the assumption R ⊆ >. Finally, consider
an application of compose. So R = R′′ ] {s→ t} and R′ = R′′ ∪ {s→ u} with
t →R u. We obtain s > t from the assumption R ⊆ >. Since > is a reduction
order, t > u follows from t →R u. Transitivity of > yields s > u and hence
R′ ⊆ > as desired. ut

To guarantee that the result of a finite KB derivation is a complete TRS
equivalent to the initial E , KB derivations must satisfy the fairness condition
defined below. Fairness requires that prime critical pairs of the final TRS Rn
which were not considered during the run are joinable in Rn.

Definition 17. A run for a given ES E is a finite sequence

E0,R0 `KB E1,R1 `KB · · · `KB En,Rn

such that E0 = E and R0 = ∅. The run fails if En 6= ∅. The run is fair if

PCP(Rn) ⊆ ↓Rn
∪

n⋃
i=0

↔Ei

The reason for writing ↔Ei instead of Ei in the definition of fairness is that
critical pairs are ordered, so in a fair run a (prime) critical pair s ≈ t of Rn may
be ignored by deduce if t ≈ s was generated, or more generally, if s↔Ei t holds
at some point in the run. Non-prime critical pairs can always be ignored.

According to the main result of this section (Theorem 20), a completion
procedure that produces fair runs is correct. The challenge is the confluence
proof of Rn. We show that Rn is peak decreasing by labeling rewrite steps (not
only in Rn) with multisets of terms. As well-founded order on these multisets
we take the multiset extension of >.

Definition 18. Let → be a rewrite relation and M a finite multiset of terms.
We write s

M−→ t if s → t and there exist terms s′, t′ ∈ M such that s′ > s and
t′ > t. Here > denotes the reflexive closure of the given reduction order >.

Lemma 19. Let (E ,R) `KB (E ′,R′). If s
M←−−→
E∪R

∗ t and R′ ⊆ > then s
M←−−−→
E′∪R′

∗ t.

11



Proof. We consider a single (E ∪ R)-step from s to t. The statement of the
lemma follows then by induction on the length of the conversion between s and
t. According to Lemma 14(1) there exist terms u and v such that

s
=−−→
R′

u
=−−−−→

E′∪R′
v

=←−−
R′

t

We claim that the (non-empty) steps can be labeled by M . There exist terms
s′, t′ ∈ M with s′ > s and t′ > t. Since R′ ⊆ >, s > u and t > v and thus also
s′ > u and t′ > v. Hence

s
M−−→
R′

= u
M−−−−→
E′∪R′

= v = M←−−
R′

t

and thus also s
M←−−−→
E′∪R′

∗ t. ut

After these preliminaries we are ready for the main result of this section. A
TRS R is called a representation of an ES E if ↔∗R and ↔∗E coincide.

Theorem 20. For every fair non-failing run γ

E0,R0 `KB E1,R1 `KB · · · `KB En,Rn

the TRS Rn is a complete representation of E.

Proof. We have En = ∅. From Corollary 15 we know that↔∗E =↔∗Rn
. Lemma 16

yields Rn ⊆ > and hence Rn is terminating. It remains to prove that Rn is
confluent. Let

t
M1←−−
Rn

s
M2−−→
Rn

u

From Lemma 10 we obtain t O2
s u. Let v Os w appear in this sequence (so t = v

or w = u). We obtain

(v, w) ∈ ↓Rn
∪

n⋃
i=0

↔Ei

from the definition of Os and fairness of γ. We label all steps between v and w
with the multiset {v, w}. Because s > v and s > w we have M1 >mul {v, w}
and M2 >mul {v, w}. Hence by repeated applications of Lemma 19 we obtain a
conversion in Rn between v and w in which each step is labeled with a multiset
that is smaller than both M1 and M2. It follows that Rn is peak decreasing. ut

A completion procedure is a program that generates KB runs. In order to
ensure that the final outcome Rn is a complete representation of the initial ES,
fair runs should be produced. Fairness requires that prime critical pairs of Rn
are considered during the run. Of course, Rn is not known during the run, so
to be on the safe side, prime critical pairs of any R that appears during the run
should be generated by deduce. (If a critical pair is generated from a rewrite
rule that disappears at a later stage, it can be safely deleted from the run.) In
particular, there is no need to deduce equations that are not prime critical pairs.
So we may strengthen the condition s R← · →R t of deduce to s ≈ t ∈ PCP(R)
without affecting Theorem 20.
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7 Related Work

Formalizations of the Critical Pair Lemma. There is previous work on formaliz-
ing the Critical Pair Lemma. The first such formalization that we are aware of is
by Ruiz-Reina et al. in ACL2 [15]. Details of the formalization are not presented
in the paper, however, the authors state the following:

The main proof effort was done to handle noncritical (or variable) over-
laps. It is interesting to point out that in most textbooks and surveys
this case is proved pictorially. Nevertheless, in our mechanical proof [it]
turns out to be the most difficult part and it even requires the design of
an induction scheme not discovered by the heuristics of the prover.

In contrast our proof of Lemma 6 handles the variable overlap case rigorously
but still without excessive complexity (also in the formalization).

Another formalization of the Critical Pair Lemma was conducted by Galdino
and Ayala-Rincón in PVS [7]. Here renamings are handled as substitutions sat-
isfying further restrictions. While this was also our first approach in our own
formalization, it leads to rather cumbersome proof obligations where basically
the same kind of proofs have to be done for every object that we want to per-
mute, i.e., terms, rules, substitutions, TRSs, etc. Most of those obligations can
be handled in the abstract setting of permutation types once and for all and thus
freely carry over to any concrete instance. Moreover the obtained set of critical
pairs is infinite but there is no formalized proof that it suffices to look at only
finitely many representatives for finite TRSs.

The latest formalization of the Critical Pair Lemma we are aware of is by
Sternagel and Thiemann in Isabelle/HOL [16]. It consists of a rather involved
proof. Moreover, it is restricted to strings and relies on concrete renaming func-
tions. Thus it is not so convenient to use in an abstract setting. A big advantage,
however, is that this formalization is executable and the obtained set of critical
pairs is finite (for finite TRSs) by construction. The good news is that it should
be possible to prove the soundness of the same executable function also via our
abstract formalization, which would combine the advantages of executability and
an abstract theory.

Soundness of Completion. Bachmair et al. [4] consider an infinite fair run to
characterize the output system as the pair (E∞,R∞) of the persistent sets:

E∞ =
⋃
i>0

⋂
j>i

Ei R∞ =
⋃
i>0

⋂
j>i

Ri

When proving confluence of R∞, conversions s1 ↔ · · · ↔ sn in E∞ ∪ R∞ are
compared by comparing the corresponding multisets {cost(si, si+1) | i < n}
using the proof order given by

(
(>mul, ·B, >)lex

)
mul. Here the function cost is

defined as

cost(s, t) =


({s, t}, –, –) if s↔E∞ t

({s}, `, t) if s→R∞ t

({t}, `, s) if t→R∞ s

13



Table 1. Comparison between existing Isabelle/HOL formalizations

∼ LoI new ∼ LoI [16]

renaming (+ interpretations) 2000 –
peak decreasingness 400 –
critical peak/pair lemma 300 300
soundness of completion 600 1600

longest proof 80 900
soundness with PCPs 120 –

where – is an arbitrary fixed element. Whenever a conversion contains a local
peak, one can find a conversion that is smaller in the proof order. In this way
confluence is obtained.

Sternagel and Thiemann [16] observed that the encompassment restriction in
the collapse inference rule is unnecessary for finite runs. Based on this observation
they simplified the cost function (for runs of length n) to

cost(s, t) =


({s, t}, –) if s↔E∞ t

({s}, n− o(`→ r)) if s→`→r t and `→ r ∈ R∞
({t}, n− o(`→ r)) if t→`→r s and `→ r ∈ R∞

where o(` → r) denotes the highest i 6 n such that ` → r ∈ Ri. The proof
order is

(
(>mul, >N)lex

)
mul. In our new proof the second ingredient of the cost is

replaced by mathematical induction in Lemma 19, and the proof order is hidden
behind the abstract notion of peak decreasingness.

For a more detailed comparison between our current formalization and the
one of Sternagel and Thiemann consult Table 1, where we compare Lines of
Isabelle code (LoI for short). A general theory of renamings (plus special in-
stances for terms, rules, TRSs, etc.) is a big part of our formalization and not
present in the previous formalization at all. However this theory should be useful
in future proofs. Moreover, its absence restricts the previous work to strings as
variables. Peak decreasingness is also exclusive to our formalization. Concerning
the critical pair lemma, both formalizations are approximately the same size,
but note that our formalization is concerned with critical peaks instead of crit-
ical pairs (which is more general and actually needed in later proofs). As for
soundness of abstract completion, our new formalization is drastically shorter
(both columns include all definitions and intermediate lemmas that are needed
for the final soundness result). Another interesting observation might be that
in our new formalization of soundness the longest proof (confluence of the final
TRS via peak decreasingness) is a mere 80 LoI, whereas the longest proof in the
previous formalization is more than 900 LoI long (and concerned with the fact
that applying an inference rule strictly decreases the cost). Finally, on top of the
previous result the soundness of completion via prime critical pairs is an easy
extension.
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In the literature (e.g. [2,3]) critical pair criteria (like primality) are formulated
as fairness conditions for completion, and correctness proofs are a combination of
proof orders and a confluence criterion known as connected-below due to Winkler
and Buchberger [19]. Our new approach avoids this detour.

8 Conclusion

In this paper we presented a new and formalized correctness proof of abstract
completion which is significantly simpler than the existing proofs in the lit-
erature. Unlike earlier formalizations of the critical pair lemma and abstract
completion, our formalization follows the paper proof included in this paper.
This was made possible by extending IsaFoR with an abstract framework for
handling variable renamings inspired by and based on a previous formalization
for Nominal Isabelle.

Furthermore, our formalization of completion is the first that incorporates
critical pair criteria. The key to the simple proof is the notion of peak decreas-
ingness, a very mild version of the decreasing diagrams technique for proving
confluence in the absence of termination.

There are several important variations of completion. We anticipate that
the presented approach can be adapted for them, in particular ordered comple-
tion [5].

Acknowledgments. We want to give special thanks to the team around Sledge-
hammer and Nitpick [6] two indispensable Isabelle tools, the former increasing
productivity while proving by a factor of magnitude, and the latter often pointing
out slightly wrong statements that could cost hours, if not days, of a formaliza-
tion attempt.
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