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Abstract
In this paper, we analyze audio watermarking methods

based on quantization index modulation and low-density

parity-check (LDPC) codes. We found that dither modu-
lation (DM) can achieve better performance using half-rate

Margulis LDPC code even better than some low-rate codes.
Then, we propose a scheme based on LDPC codes and DM

with distortion-compensation (DC) property which has a

robustness benefit of 6 dB versus uncoded case, 2 dB versus
algebraic codes, 1 dB versus DM with LDPC code. In DM

with DC property, we show that it is possible to achieve .5

dB better robustness using a scale parameter α lower than
the theoretically optimal and LDPC codes. Finally our pro-

posal was evaluated against more practical attacks. These
results show that our scheme could be a good option for

robust watermarks.

1. Introduction

In 2001 Chen et al. introduced a new watermarking
scheme, called quantization index modulation (QIM) [1],
based on the framework of communications with side infor-
mation [2]. Due to its ease of implementation and amenabil-
ity to theoretical analysis, several variations of QIM has
been proposed. For example, dither modulation (DM) is the
lowest complexity implementation of QIM and distortion-
compensation (DC) is a post-quantization processing which
improves QIM’s robustness.

Error control coding (ECC) and watermarking have been
used before, however important results have been obtained
only on images. Baudry et al. [3] introduced ECC strate-
gies in image watermarking, they analyzed the performance
of BCH codes, repetition codes and their concatenations.
In [4], Gu et al. claimed that for common signal process-
ing including compression and noise corruption in images,

ECC can not improve the robustness of watermarking.
For audio watermarking, turbo codes have been used

in [5] with spread spectrum but not with QIM-based tech-
niques. Hernandez et al. [6] asserted that repetition codes
seem to be the optimal choice for rational dither modu-
lation. In [7] QIM and low-density parity-check (LDPC)
codes [8] are used, however they do not show any results
related with watermark robustness besides synchronization.
Also our research group has published an article on LDPC
codes for digital watermarking [9].

It has been shown in [4] and [6] that BCH, Golay and
Hamming codes are weak codes in watermarking channels.
On the other hand, LDPC codes work under the general
principle that the longer codeword length, the closer they
are to the theoretical channel capacity and its decoding com-
plexity increases linearly to its codeword length.

In this paper, we explicit show the advantage of LDPC
codes in watermarking channels and we propose an scheme
based on DMwith DC property (DC-DM) and LDPC codes.
We divide the analysis in two parts: results against additive
white Gaussian noise (AWGN) and results against common
signal processing.

In the analysis against AWGN, we found that DC-DM
with half-rate Margulis LDPC code obtains the best perfor-
mance. We show that better performance can be achieved if
DC-DM uses a scale factor α lower than the theoretically
optimal. Our proposal has benefit of 2 dB against BCH
codes and 5 dB against repetition codes (uncoded schemes).
Moreover, results against common signal processing show
that the watermark resists a compression of 96 kbps and
low-pass filtering of 800 Hz.

2. Quantization index modulation

In QIM the host signal x is quantized according to the
watermark symbol to be embedded. Each quantizer Qj is
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associated with a differentwatermark symbol j ∈ W, where
W is the set of watermark symbols. For a binary watermark
message m only two quantizers, Q0 and Q1, are defined.
s = Qj(x, ∆) describes the embedding function, where ∆
is the step quantization size and s is the watermarked signal.

The watermark extraction is done by computing the dis-
tance between s and its closest quantization points. The
minimum distance decides which quantizer was the most
likely quantizer used in the embedding phase. Therefore, if
the closest distance belongs to Qj , the watermark symbol
j is recovered. Extraction function is m′ = argminj |s −
Qj(s, ∆)|, where m′ is the recovered watermark.

2.1. Dither modulation

DM is a QIM’s variation which uses scalar, uniform and
lattice-based quantizers. DM only uses one base quantizer
Q and |W| dithered vectors. The embedding function is
s = Q(x + dj

i , ∆) − dj
i where dj is a dither vector which

modulates the watermark symbol j. If the watermark is bi-
nary, two dither vectors are computed. The first vector is
pseudo-random generated using an uniform distribution be-
tween [−∆/2, ∆/2] and the second with

d1
i =

{

d0
i + ∆

2
, d0

i < 0
d0

i − ∆

2
, d0

i ≥ 0
,

for i = 1, ..., l where l is the number of host samples
per embedded symbol. Watermark extraction is similar to
QIM’s decoding.

2.2. Distortion compensation

DC is a process that improves distortion-robustness
tradeoff of QIM. Given a quantizer ensemble, DC scales all
the quantizers by 0 < α ≤ 1. Then the square minimum
distance between reconstruction points will be increased,
therefore the robustness too. However the distortion is also
increased, adding back a fraction 1 − α of the quantiza-
tion error to quantization value compensates this additional
distortion [1]. The embedding function of QIM with DC
property is s = Qj(x, ∆/α) + (1 − α)

[

x − Qj(x, ∆/α)
]

.
The optimal choice for the scale parameter α in

ideal case depends on the watermark-to-noise power ratio,
WNR= 10 log10(σ

2
w/σ2

v), and it is given by

αopt =
σ2

w

σ2
w + σ2

v

=
1

1 + 10−WNR[dB]/10
, (1)

where σ2
v is the noise power and σ2

w is the watermark sig-
nal power, w = s − x. The ideal case assumes that the
quantizers are based in a huge random codebook.

3. Proposal scheme

In our scheme the watermark is encoded with LDPC en-
coder and then it is embedded in the audio file using DM.

At decoding phase, soft-information is obtained by apply-
ing again DM to the watermarked audio. Then, the soft-
information is forwarded to LDPC decoder and the water-
mark is recovered.

3.1. Encoder

The audio file is divided in blocks of 512 samples, for
each block haar wavelet transform in five levels is com-
puted. After wavelet transformation, 32 frequency samples
are obtained. The first 16 samples are viewed to be approxi-
mation coefficients and the last 16 samples are called detail
coefficients. Since small changes in approximation coeffi-
cients produce big distortion in the audio file, the watermark
is embedded in the detail coefficients x′.

The watermark is encoded using LDPC encoder and each
bit from encoded watermark is repetitive embedded l times
using DMwith DC property (DC-DM) which is represented
by s′ = {Q

(

x′+dj
i ,

∆

α )+(1−α)[x′−Q(x′+dj
i ,

∆

α )]}−dj
i .

Detail coefficients x′ are replaced by watermarked detail
coefficients s′. Reconstruction of the watermarked audio is
done by inverse wavelet transform.

3.2. Decoder

An audio signal y = s+v, where v is the noise produced
by attacks, is expected at the decoder. Attack is defined
as any process that makes changes to audio signal s. The
attacked audio y is decomposed with wavelet transform.

There are several ways to obtain soft-information from
DM, the traditional fashion is computing the distance be-
tween the watermarked coefficient y′ and its closest quan-
tizer. We propose more reliable soft-information r = D1 −
D0, where Dj means Euclidean distance between y′ and

Q(y′ + dj
i , ∆) − dj

i , which gives better performance than
the traditional one. According to several experiments, we
have noticed that the soft-information r behaves similar to
Gaussian distribution. Therefore LLR= 2rµ/σ2 was com-
puted using a Gaussian model, where µ is the mean of |r|
and σ2 is the variance of v. LLR information is forwarded
to LDPC decoder and using sum-product algorithm [10],
the watermark is recovered.

4. Results

Audio files in WAVE format sampled at 44.1 kHz were
used. The quantization step size was fixed to ∆ = .02.
This Section is divided in two parts, in the first part we will
focus on the analysis against AWGN and in the second part
we will show results against audio signal processing.

Let Rt and Rf be the watermark rates computed in time
and frequency domain respectively. Rf = rw × rldpc is
measured in bit per samples, where rw is the embedding
rate and rldpc refers to LDPC code rate. On the other hand,
Rt is measured in bit per second (bps).
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4.1. Analysis against AWGN attack

Fig. 1 shows a simulation using DM with LDPC codes
and uncoded DM, all of them with Rf = 1/4 bit per sam-
ple. Uncoded schemes use repetition codes and no other
ECC. First, we observe that using LDPC codes better per-
formance can be achieved in comparison with repetition
codes (uncoded scheme). Second, the performance of DM
with LDPC codes is variable depending on the code, the
best result is obtained with a Margulis LDPC code rldpc =
1/2 and DM with rw = 1/2. Since the watermark rate is
the same for all schemes, the watermarked audio quality is
the same in the uncoded schemes as well as coded schemes.
Those LDPC codes were chosen because they obtained the
best performance among 30 tested codes.
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Figure 1. Performance of DM with LDPC
codes and uncoded DM.

DC increases DM’s robustness by scaling the step quan-
tization size with a scale parameter α. In the ideal case,
the optimal αopt is given by (1), however ideal case is not
practical because it involves huge random codes. For sub-
optimal codebook, e.g. the scalar and uniform codebook
used in DM, the optimum value of α can be different. An
approximation of optimal α for practical cases, [11], can be
computed with

α∗

opt =
σw

√
12

∆
. (2)

Using (2) for DM with Rf = 1/4, we obtain α∗

opt = .9.
In Fig. 2 empirical results about different values of α reaf-
firm that DC-DM and α∗

opt = .9 is the best result. DM has
better performance than DC-DM with α < α∗

opt, neverthe-
less there is an α = .8 which has good robustness in low
WNR and acceptable in high WNR.

In the next simulations we will show results only with
half-rate Margulis LDPC code which obtained the best per-
formance in Fig. 1. Simulation of uncoded DM and DC-
DMwith LDPC codes is shown in Fig. 3. This result shows

−14 −13 −12 −11 −10 −9 −8 −7 −6 −5

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

WNR [dB]

B
E

R

 

 

α=.5

α=.6

α=.7

α=.8

α
opt

* =.9

DM (α=1)

Dither modulation (α = 1)

Best result DC−DM with α
opt

*  = .9

Figure 2. Performance of uncoded DM and
uncoded DC-DM schemes with different α.

that it is possible to achieve better performance using DC-
DM and LDPC codes with α lower than the theoretically
optimal. DC-DM with LDPC codes and α = .8 is the best
result among all simulations against AWGN.
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Figure 3. Performance of DM and DC-DM with
α lower than theoretically optimal.

For the next simulation, we fix α = .8 and we only use
half-rate Margullis LDPC code. Fig. 4 is a summary of the
watermarking schemes described in this paper and it also
includes a comparison with half-rate BCH codes. Our pro-
posal, DC-DMwith α < α∗

opt and half-rate Margulis LDPC
code, has a benefit of 5 dB against DC-DM using α∗

opt = .9,
2 dB against DC-DMwith BCH codes and 1 dB against DM
with LDPC codes.

From this Section we conclude that LDPC codes achieve
better performance than repetition codes against AWGN
and we found that the best robustness for DM with LDPC
codes is using a half-rate Margulis code.
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4.2. Results against audio signal processing

We took the best result from Sec. 4.1, DC-DM with α =
.8 and half-rate Margulis LDPC code (DC-DM LDPC), and
it is tested against more practical attacks. In these simu-
lations watermarked audio quality, SNR= 33 dB, is good
which means that the watermark does not introduce audi-
ble distortion in the audio files. Our definition of SNR is
the ratio between the power audio signal x and the power
of watermarked audio signal s. Fig. 5 shows MP3 com-
pression and low pass filtering results with three different
rates. The watermark is recovered from a compression of
96 kbps and also it resists a low-pass filtering with a cutoff
frequency of 800 Hz.
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Figure 5. Watermark robustness against: (a)
MP3 and (b) low-pass filtering.

We also tested our scheme with StirMark Audio bench-

mark with good results. Only attacks like copysample

and zerocross destroy the watermark because they applied
desynchronization at the decoder. The aim of this paper is
not synchronization, therefore we consider that the decoder
is in perfect synchronization with the watermark.

5. Conclusion

QIM-based watermarking schemes with LDPC codes
were analyzed. We show that DMwith LDPC codes achieve
better performance than repetition codes. The best com-
bination is using half embedding rate and half-rate LDPC
codes. Specially, we found that half-rate Margulis code ob-
tains the best performance, even better than some low-rate
codes.

We proposed a watermarking scheme which uses LDPC
codes and DC-DM with α lower than the optimal, it ob-
tained a benefit of .5 dB in comparison with the traditional
scheme using α∗

opt. Our scheme was also compared with
algebraic codes like half-rate BCH codes and it obtains a
benefit of 2 dB.

Finally, our scheme was tested against common signal
processing and it shows that our proposal is a good candi-
date for robust audio watermarking schemes.
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