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Abstract

We propose a new construction and decoding method
for concatenated codes. One of the target coding
schemes is a serially-concatenated coding scheme with
a turbo code as the inner code and a Reed-Solomon
(or other block) code as the outer code. The proposed
decoding strategies include following two points. (1)
New repetitive diagram of whole serial concatenated
code is investigated. (2) To reduce complexity, hard-
input soft-output decoding for the outer code is ap-
plied. Using a double error-correcting Reed-Solomon
code as outer code, the results are evaluated and dis-
cussed.

1. Introduction

Turbo decoding (or the turbo principle) for decod-
ing of concatenated codes widely uses soft-in soft-out
decoding for component code [1]. In this study, the
use of hard decision decoders to help turbo decoding is
discussed.

Let us assume a concatenated coding scheme. FEi-
ther serial or parallel concatenation is applicable to
the scheme. We use hard decision decoder(s) for at
least one component code of the concatenated cod-
ing scheme, and soft-input soft-output for one or more
component code(s). Let us consider feedback of like-
lihood information from hard decision decoder to soft
decision decoder. We need soft information from hard
decision decode. This is the soft-output from hard de-
cision decoder, and the decoder may call hard-input
soft-output (HISO) decoder.

The principle of the HISO decode is as follows. We
may evaluate frame, symbol and bit error rate of the
component code for any known channel.
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We do not know the decoding results is correct or
not, but we know how many errors are changed in the
estimated codeword. Therefore, the conditional error
rate can be calculated, given the number of the cor-
rected errors. Of course, the hard decision decoder may
fail to decode correctly, or may detect an uncorrectable
error. In such cases, symbol and bit error rate for the
received word is evaluated in similar way. These con-
ditional bit error rates are used to transform the hard
decisions into a soft-output value. These values may
be determined either analytically or experimentally.

In this method, we assume all symbols and bits in
an estimated codeword have same soft value. There-
fore the code length of the corresponding component
decoder must determined carefully.

In Chapter 2, we introduce concept of hard-input
soft-output decoding. We show a method for deriving
soft-output values from hard decision decoding, and
discuss a suitable coding scheme for turbo decoding
using hard-input soft-output decoder. In Chapter 3,
a new decoding algorithm based on hard-input soft-
output decoding is discussed. In Chapter 4, an example
code is evaluated by computer simulation.

2. Concatenated Coding Scheme Using Hard
Decision Decoder

Turbo decoding is performed for concatenated cod-
ing schemes using soft-input soft-output decoding of
the component codes. Classical concatenated coding
schemes, i.e. serial concatenation of Reed-Solomon
(RS) and convolutional codes, use hard decision decod-
ing and soft decision decoding. There should be some
merit in hard decision algebraic decoding. If there is
hard-in and soft-out decoding, we may apply turbo de-
coding to concatenated coding scheme using algebraic
codes.

114



2.1. Hard-in and Soft-out (HISO) Decoding

In this section, we describe the computing method
of soft-output information from the hard decision de-
coding. The hard decision decoder knows how many
symbols are corrected in the decoding, i.e. Hamming
distance d(R, W) between the received word R and the
estimated codeword W. We can estimate the reliabil-
ity of the decoding based on the Hamming distance ¢
= d(r,v). From the well known analysis of word-error
rate [4], [6] and bit-error rate of error correcting codes,
we may describe the conditional probabilities with de-
coded distance d(R, W), and derive the soft-output in-
formation of the decoding.

The calculated soft value is corresponds to all sym-
bols of the estimated codeword. In case of ordinary
soft-in soft-out decoding, every bit has the individual
soft value. This is the differences between HISO and
SISO decoding. If there are many codewords in the
over all concatenated, the soft values help the other
soft-in decoder. We discuss the effective structure of
the concatenated coding scheme in next section.

Let us assume a linear code C over GF(q) whose
minimum distance is dy;,, and perform the |(dpin —
1)/2](= tmaz) error correcting, bounded distance de-
coding. The probability of correct decoding P.(W | t)

for t = 0,1, -+, tmas error correction (d(R,W) =t) is
given as
P " t n—t

The probability of undetectable error P.(W | t) is
given as,

PE<v|t>=§(qi)hu—P>

where N(h,l;t) is the number of received words R
which satisfies following condition. Hamming weight
of R is h. For the mis-estimated codeword W with
Hamming weight [ and R, d(R, W) is t.

=1

N(l, hst) =

Z(n;l)(ql)’“<ﬁ)(q2)i(§._i > (3)

where the integers i,j and k satisfies i + j + k = s,
l+k—j = h. The symbol error probability with ¢ error
correcting condition is given by

n

NS
l=d

h=tmaz+1

Poyre(W 1) =

SYANQL B, (2)

N(h,;t)(P/(q = 1)"(1 = P)"~"(4)

There are received words which are uncorrectable,
but the error is detected with the bounded distance
decoding. Such a probability, probability of error de-
tection Ppg; is given by

()

=0 m=0

Prai =
h=tman+1

P11 P)"" (5)

Therefore the symbol error probability for the uncor-
rectable errors is:

Poyre = :L_En: H(Z)(q—l)h

N(h,l;t) A} PR (1 — P)"™" (6)
=0 t=0

From the symbol error probabilities, the bit error
probabilities are given by

DPvit = @ Poyte (7)

where ppyie is p;yte or pyyte(W | t). The soft-output
information for all bits corresponds to estimated code-
word W is

_ l;git((t))
B (t
Prit(t) : (8)
Pg (t)

AMug;t) =In

and that the received word R for undetectable error
case is:

’7
, 1— Pyt

A (ug) = In —— et (9)
bit
Prai

2.2. Concatenated coding scheme based on
hard-input soft-output component decoder

We assume algebraic decoding for hard-input soft-
output component decoder. Various block codes are
applicable to the component code. The code should use
for improving the BER efficiency of turbo-like codes.
Therefore, we choose the serial concatenation of Reed-
Solomon codes and turbo code as an example. Figure
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Figure 1: Structure of information block of outer turbo
code

1 shows the structure of serial concatenation code. An
(n, k) RS code over GF'(29) is applied to the outer code.
S RS codewords are passed to the outer turbo code.

We may apply turbo decoding to the example
concatenated code or classical two-step decoding, i.e.
turbo decoding for the turbo code and hard-decision
decoding for the RS code.

2.3. Decoding for double error correcting RS
codes

The merit of hard-decision decoders is that the
hardware and computational complexity is low. We
may apply reasonable algebraic decoder to the pro-
posed system. One good choice selection is RS codes,
especially double-error correcting (distance five) RS
codes. The double-error correcting RS code can be
decoded by solving simple formula, which is much sim-
pler than the famous decoding algorithms of multiple
error correcting algorithms, i.e. Berlekamp-Massey [2],
FEuclid and other algorithms.

Here, briefly introduce the double-error correcting
of RS code over GF(q). Let us assume:

s;: ilth syndrome

L;: error locations

ali: error location vectors

o;: coefficient of the error locator polynomial
E: error value,

respectively.
The non-repetitive algebraic decoding algorithm is

described as follows.

In case of a single error:
1. If sy =0 or s = 0, go to the double error case.
2. Compute

3. Verify s3 = s2 -0 and s4 = s3 - 0.

If either test fails go to the two error case. item
Compute

4. XOR value E at location L.
5. Exit
In case of double errors:

1. Compute

8184+ S2 - 83 532—|—52-84

ITTTE T ST
8183+ (s2) s1- 83+ (s2)

If the denominator or either numerator is zero,

post an uncorrectable error flag and exit.

2. Compute C = o9/(01)? and fetch Y; and Ys
from the root of the two-error locator polynomial:
Y2 4+Y +C =0. If C does not correspond to a
valid pair of roots, post an uncorrectable error
flag and exit.

3. Compute X; =01 Y7 and Xo =07 - Y5
4. Compute Ly = log(X;) and Ly = log(X5s)

5. Compute

al?. S1 4+ S9

Fy =
O(Ll +OéL2

EQ =81+ E1 (11)

6. XOR value E at location Ly and Ls.
7. Exit.

3. Proposed Decoding algorithm

Let C1 be the RS component code of serial con-
catenation. Let C2A and C2B be the component con-
volutional code of the original turbo code. Standard
turbo decoding without RS code is performed by soft-
input soft-output decoders for C2A and C2B. For re-
ceived sequence y, maximize P(uyly) for information
bit ug(1 < k < N), and determine u;, = 1 or —1. In
the log-domain, the LLR value L(y):

P(uy, = +1ly)

L(ak) =In P(uk — _1|y)

(12)
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are computed. If L(uy) > 0, up = +1 otherwise
L(uy) < 0,u, = —1. The L(uy) for systematic code is
given by

L(ty) = Le - yi + L(ug) + Le(ur) (13)

where L. - yj, is the channel value given by yx, L(ug) is
the a priori information given by the uy i.e. log ratio of
a priori probability P(uy) and L.(uy) is the extrinsic
information for wuy.

The proposed decoding structure is shown in Figure
2. The key point of the structure is the usage of RS
decoder (decoders 1 and 2 for C1). The double error
correcting decoder of the RS code is very simple com-
pared with C2A and B. So we use two RS decoders in
the structure.

Figure 2: Proposed Turbo Decoding

stepl (decoderl for C2A):

Soft-input soft-output decoding is performed on
decoderl for C2A (in case of first iteration a priori
values are determined as L(1)(uy) = 0), log likelihood
value L™ (4) is computed.

step2 (decoderl for C1):

Using the hard decision value of L) (7y,) from de-
coderl for C2A, and converting binary data to nonbi-
nary symbols, hard-input soft-output decoding is per-
formed by decoderl for C1. If the RS code is defined
over GF(2F), the conversion is simply to take the k-bit
vector as the RS symbol. We may assume simple ba-
sis for RS symbols. Soft-output information A ()
is computed as in Chapter 2, and combined with hard
decision decoding results as +1 — 1l or -1 — 0
Therefore, update L) (1) as:

LD () = LW () £ AP (@) (14)

and output L (ug).

step3 (decoder2 for C2B):

Soft-input soft-output decoding is performed by
decoder2 for C2B. Input extrinsic value Lgl)(u}c) as
the a priori value L™ (uy), operate decoder2 for C2B
and output L®)(ay,) log likelihood value L™ (1) is
computed.

step4 (decoder2 for C1):
Operate the hard-input soft-output decoding same
as step 2, i.e.

L® () = L@ (i) £ A (i) (15)

output Lg)(u}c) to decoderl for C2A and return to
Step 1, if the number of iterations is less than the
maximum. Otherwise goto Step 5.

step5(output the decoding results):
Output hard quantized value Lf)(u}c).

4. Computer Simulation

To obtain good BER performance, we select the
finite field and RS code for an example scheme.

In this study we choose double error correcting
(32,27) RS code over GF(32) (dnin = 5)as an example
scheme.

The s = 10 codewords of the RS code, 310 symbols
= 1550 bits are inputted to the encoder of rate 1/3
turbo code based on 8 state convolutional encoder and
prime interleaver[8]. The overall concatenated scheme
is (4650,1350) RS-Turbo serial concatenation, whose
over all rate is 0.290.

Figure 3 shows the comparison of BER and word
error rate(WER) performances propose scheme to
simple rate 1/3 turbo coding for AWGN channel.
The following coding are compared. In comparison,
number of iteration of all turbo decoding is four and
decoding of the component codes uses log domain
BCJR algorithm[7]. To improve the performance,
soft value of hard-input soft-output decoding results
are scaled and transferred to the BCJR decoder of
the component code. In the figure, following coding
schemes are evaluated.

1. Proposed coding and decoding: RS-turbo se-
rial concatenated coding and turbo decoding
using HISO decoder, is indicated ”Turbo-RS-
Proposed” in the figure.

2. Proposed coding and conventional decoding: The
conventional decoding perform inner turbo de-
coding for turbo code firstly, and outer decoding
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(hard decision decoding for RS code) secondly,
"Turbo-RS-Conventional”.
"Turbo-RS-

3. Conventional turbo

Conventional”.

coding

From the results, the propose coding scheme has
better bit error rate and word error rate performances.
This means the hard-input soft-output decoding helps
over all turbo decoding. The soft-output information
is effectively transferred in the repetitive decoding.
Especially proposed scheme improve the floor level.
This is given by the decoding algorithm and the good
side effect of RS component code.

Figure 3: Simulation Result of concatenated coding
using HISC

5. Conclusion

In this study, hard-input soft-output decoding is
proposed. The decoding is applied to serial concate-
nated coding scheme using RS code and turbo code.
New turbo like decoding algorithm using hard-input
soft-output decoding is proposed and evaluated.

This scheme is easily extend to scheme based
on hard-and-erasure-input soft-output decoding. We
are evaluating such cases. Including the scaling for
hard-input soft-output decoding results, the other ap-
proaches improving the performance will be discussed
in the next study.
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