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Abstract—deas of message passing are applied to the problem  Any error-correcting scheme for magnetic recording systems
of removing the effects of intersymbol interference (ISI) from must cope with the intersymbol interference (ISI) present at high
partial-response channels. Both bit-based and state-based parallel \i; yensities. Partial response is a discrete channel model which
message-passing algorithms are proposed. For a fixed nhumber of imates th lized ch 11SL. C i [Viterbi
iterations less than the block length, the bit-error rate of the state- approxima es_ € unequalized channe : F)”Ye”_"’”a _' erbl
based a|g0rithm approaches a nonzero constant as the signa|_detect0rs, which are thde factostandard for el|m|nat|ng ISlin
to-noise ratio (SNR) approaches infinity. This limitation can be magnetic recording systems, are not applicable to systems using
removed by using a precoder. It is well known that low-density jterative decoders, because they produce hard bit decisions. It-

parity-check (LDPC) codes can be decoded using a messageq4tive decoders are most effective using soft or probabilistic

passing algorithm. Here, a single message-passing detector/de- . . o : . .
coder matched to the combination of a partial-response channel information as inputs. In applications of iterative decoding to

and an LDPC code is investigated. magnetic recording, some type of soft-output algorithm (often
IndexTerms—Bahl—Cocke—Jelinek-Raviv (BCJR) algorithm, the Bahl-Cocke—Jelinek—Raviv (BCJR) algorithm [3]) replaces

iterative decoding, low-density parity-check (LDPC) code, max- the Viterbi algorithm as the partial-response channel detector.
imum a posteriori (MAP) decoder, message_passing a|gorithm’ Turbo codes have been shown to have excellent BER perfor-

partial-response channel, precoding, sum-product algorithm. mance on the additive white Gaussian noise (AWGN) channel
[4], [5]- These gains are preserved when turbo codes are applied
to the partial-response channel. A greater performance improve-
ment comes when the channel detector is incorporated within
HE exponential growth in the bit densities of state-ofthe iterative decoder [6]-[9]. Thus, iterative decoding has been
the-art magnetic recording systems has increased #aended beyond the error-correcting code, and the inclusion
storage capacity of hard disk drives, which has been a boointhe channel detector in an iterative decoder has been called
for computer users. Capacities have increased to the point thatbo equalization.”
commodity hard drives can now be found in new applications In contrast to turbo codes which have received substantial
such as consumer video recording devices. However, furtiétention since their 1993 introduction, LDPC codes have led
increases in bit density are limited in part because shrinking Bitquiet existence from the 1960s, when they were first pro-
size on the surface of the magnetic medium produces degrag@sed by Gallager, until the mid-1990s when interest in them
tion in signal-to-noise ratio (SNR) to the point that conventiona¥as rekindled. Gallager proposed a simple decoder that used
detectors and error-correcting schemes are overwhelmed. Probabilistic decoding on a code defined by a sparse, random
A new class of error-correcting schemes based upon itarity-check matrix [1]. In 1981, Tanner showed how to con-
ative decoding, typified by low-density parity-check (LDPCStruct a bipartite graph, sometimes called a Tanner graph, repre-
codes [1] and turbo codes [2], can achieve target bit-error raf@ting the parity-check matrix of any code, and recognized that
(BER) at SNRs much lower than conventional error—correctir%s"_"J‘_ger'S decoding ideas could be applied to this graph [10].
approaches. As such, the application of iterative decoding ditional research in the mid-1990s has refined our notu_)n of
magnetic recording systems holds promise for increasing Bifat we shall refer to as the Gallager—Tanner (GT) algorithm,

densities, although we are unaware of any mass-produced h%'?g broadened our understanding of how codes can be decoded

drive yet using such an error-correction system. onagraph. _ , _
The GT algorithm is a now classical algorithm for decoding

codes defined by an LDPC matrix, and has been shown to have
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Fig. 1. Classical Tanner graph for a code with three information bits and nine parity bits.
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Fig. 2. Block diagram of a partial-response system, possibly precoded, with channel detector.

sumes statistical independence of its inputs and uses elementaiccordingly, in Section IV, we investigate a joint detector/de-
rules of probability to calculate outputs, either combining theoder for an LDPC-coded partial-response channel that can op-
soft estimates (at the bit nodes) or using the parity-check carate in a completely parallel manner, circumventing the high
straint (at the parity-check nodes). The alternation of messagiegay of the BCJR algorithm. We find that BER is lowest when
passing from bit nodes to parity-check nodes and back to bitarge number of “turbo” iterations are performed and a small
nodes forms one iteration. When the GT algorithm attemptstomber of channel detector and LDPC code iterations are per-
decode a codeword, typically several iterations are performitmed, subject to the constraint that the total number of itera-
until the decoder converges to a valid codeword. The GT diens is fixed. Section V is a concluding summary.

gorithm is a type of message-passing algorithm. See [12] for a

more detailed description of the algorithm. Il. PARALLEL MESSAGEPASSING ALGORITHM FOR THE

An appealing practical aspect of the GT algorithm is that DETECTION OFPARTIAL -RESPONSECHANNELS
it consists of many small, independent decoding functions

(i.e., the bit nodes and the parity-check nodes). In principle, : . . o .
hardware could implement circuits corresponding to theSQUIce generates an independent and2|dent|cally distributed bi-
independent decoders that operate in parallel, potentiaﬂ?ry sequence(D) = o +x1.D + xQD Tt € 10, 13,

leading to a very-high-speed decoder. This aspect is partidfjth 2eros and ones equally likely. This is passed through a re-

larly important in magnetic recording applications, where dafé’rSive moduld? precoder, which has transfer functionf (D)

rate requirements are high, and decoding delay must be Icywere

Kschischanget al. proposed a parallel decoder architecture for ul )
turbo codes called “concurrent turbo decoding,” which likewise (D)= Z fiD" mod 2, fi €40, 1}
could lead to a high-speed implementation [13]. =0
An important theme of this paper is the design of a parallef maximum degree (we also usep to indicate modula ad-
message-passing detector for partial-response channels, clition). The output of the precoder and the input to the channel
ceived in the spirit of the GT algorithm, which we introduce iis a(D). The high-density magnetic recording medium and
Section Il. In Section Ill, we demonstrate that for this proposedadback process can be modeled as a partial-response channel
detector, there are particular output sequences that cannotith binary inputs and multilevel outputs. The partial-response
uniquely decoded to a single input sequence. We call suchannel transfer polynomial is given D) = > h; D",
sequenceambiguous output sequencdsut show also that for a channel of degree, h; real. The partial-response channel
precoding can eliminate this ambiguity. We show by computeuntput isy(D) = h(D)a(D). It is followed by AWGN z(D)
simulation that this algorithm, under appropriate constrain@nd the received sequence observed by the channel detector
performs as well as the BCJR algorithm for particular pais (D) = h(D)a(D) + z(D). There areN output symbols,
tial-response channels. so the polynomialg(D) and»(D) have degreeV — 1. We
Previous proposals for applying LDPC codes to the magssume that the partial-response model begins in the zero state
netic recording channel have utilized two separate decoders: #igime index0 and is terminated at the zero state after time
BCJR algorithm for channel detection and the GT algorithindex N — 1, so the number of information bits I§ — . An
to decode an outer LDPC code. These two separate decodample system witkr = 3 is shown in Fig. 2.
communicate soft information to each other and operate in acdn this paper, we consider both nonprecoded systems (i.e.,
cordance with the turbo principle. However, the LDPC code’s(D) = 1) and precoded systems (i.¢(,D) # 1). When there
advantage of low decoding delay is seriously degraded whismo precoder present(D) = a(D); in such cases, we shall
the serial BCJR algorithm (sliding-window variants, e.g., [14lysexz (D) to refer to the input to the partial-response channel.
notwithstanding), is used as the detector. For systems that have precoders, the degree of the precoder will

We consider the following partial-response system. A data
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The sum is performed ovef, ---7, from the input al-
phabet{0, 1} and over:i from the output alphabet. The term
Plz,, = 1|:1:1°\ . Up] Will be either zero or oneP[r,|y,] is
computed using knowledge that the channel noise is Gaussian;

[up|m1°\ > ] will be 1/2 for all nonzero terms in the summation;

Fig. 3. The precoder and partial-response channel can be viewed as a sn@[@’g V] are the prlor prObab'I't'eS which are factored into indi-
state machine. vidual probabilities,,, = P[z] because of the independence

of the source data. The ter@,, is the message generated by
be less than or equal to the degree of the channel transfer pelnoden and passed to triangle function ngdéThis message
nomial 2(D). For analysis purposes, both the precoder (whigh given by
represents an actual circuit) and the partial-response channel
model (which represents physical effects) can be combined into

(n+v)\p

a single transfer function, see Fig. 3. Although this transfer func- 1 Plzn, =1|ri]
tion is a combination of real and moduleperations, it can be _ k=n
expressed using a state-transition diagram. This state-transition ~ ~  (#+2)\p (nt)\p
model is used by the partial-response detector and the detector 1 Plan = 1fri] + an Plan = 0[ri]
produces estimates for the precoder inpP) directly. -
We describe two types of message-passing algorithms for ("Jﬁ)\p R
a partial-response channel. Section II-A describes a detector ke b
where the messages passed are bit probabilities and Section 11-B T (nto)\p (n+v)\p ’ @
describes a detector where the messages passed are vectors of II Rin+ I (11— Rin)
state probabilities. k=n k=n
A. Bit-Based Message Passing In describing a message-passing schedule, as in [15], we as-

To build a message-passing detector for the partial-respogséne there is a global clock which synchronizes the generation
system, we made a graph similar to the bipartite graph of tRénew messages. A message-passing schedule on a graph is a
GT algorithm. But, where the GT algorithm has a parity-chedkedetermined specification of messages that are passed at each
node, we replaced it with a “triangle” function node, which reclock tick. For the proposed bit-based message-passing algo-
ceives the noisy channel sample. A bit node, represented biitam, the following schedule is applied. First, all the triangle
circle, is connected to a triangle function node if the partial-réunction nodes simultaneously generate outgis, according
sponse transfer polynomia( D) indicates a direct dependenceo (1), using prior input from the bit nodeg,,,,, if available
between that input and the corresponding channel output. Tirtialized to probabilityl /2 otherwise). Using that informa-
message passed between nodes is the bit probabiity]. tion, bit nodes simultaneously generate mess&ggsto send
Both types of nodes generate bit probability messages using tbariangle function nodes, according to (2). This cycle is re-
“sum-product update rule” [15], thatis, the output message froseated for a fixed number of iterations, and terminates with
a node along edge is based upon on all inputs to that nodghe bit nodes generating the final outpBfz,]. See Figs. 4
except the message from edgelet },_, represent the bits and 5 for bit message-passing graphs corresponding to the di-
(Tpry ..., xp) and Ietmp\" represent those same bits exceptode(h(D) = 1 — D) and EPR4A(D) = 1+ D — D? — D3)
bit z,, for p —v<n<p. The received sample at noges  partial-response channels.
rp. The message generated by the triangle function poated The message-passing graph constructed for the dicode
passed to bit node, calledR,,, is channel (Fig. 4) has no cycles, and cycle-free graphs are

Ry = Plz, = 1|r)] necessary for exact solutions [16]. When the number of

iterations on the dicode graph is equal¥g the number of bit
= Z P [wn =1, -’l‘pp\_nz; =) Y= ilTp} nodes in the graph, the algorithm will produce the same result

Jisust as the BCJR algorithm. However, in computer simulations,
_ Z p [x _ 1|z_ y} detection of th_e _dicode channel using t_his graph produced
L " p—v> P performance similar to the BCJR algorithm for far fewer
e iterations thanV (2V is roughly 4500 for magnetic recording

Plrply,] P [ypla‘p\"} P[fb‘ﬁ\ff, } systems). In particular, 16 iterations produced results that
- were indistinguishable from BCJR performance at BER above
Plry] 107, see Fig. 6. An alternative explanation is that because the
— Z P [xn — 1|:z:§\’:,, yp} dicode channel model has two states, the bit message contains
g enough information to describe the state, and thus is emulating

the BCJR algorithm.
\n However, the message-passing graph for the EPR4 channel
rplypl P | yply Q . .
Plrylu] [ 2 } J} v w 1 (Fig. 5) has many short cycles, and so we cannot expect this al-
) @ gorithm to produce an exact solution. This was verified by com-

Plry)
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Ply,Ir,] Ply,lIr,] Ply,Ir,] Ply,lr,] Ply,Ir,] Plylr] Plylry]

Fig. 4. A bit message-passing diagram for the dicode partial-response chabgl= 1 — D). The message passedige,, = 1].
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Fig. 5. A bit message-passing diagram for the EPR4 partial-response chagfgl= 1 + D — D? — D?*). The message passed?$r,, = 1]|. Dashed lines

added to enhance contrast.
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Fig. 6. BER for bit-based message passing on the dicode channel without precoding.

puter simulation, see Fig. 7. For increasing iterations, BER p@: State-Based Message Passing

formance improved very slowly, even for a very large number The key to achieving BCJR-like performance for channels

of iterations and very high SNR. with more than two states is to pass state information, not bit in-
For the BER simulation results presented in this paper, cofermation. In the proposed state-based algorithm, the messages

parisons are made with the appropriate dicode or EPR4 tryrassed are the state probabilities, represented in a vector; this
is in contrast to the algorithm of the previous subsection, where

cated union bound [17].
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Prob of bit err

Fig. 7. BER for bit-based message passing on the EPR4 channel without precoding.
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Fig. 8. A state message-passing diagram for a general partial-response channel. The message passed between the triangle function nodstrilsiutierstate d
vectorP[s,, = m].

the message is a bit probability which can be represented o adjacent triangle function nodes and only act as a message
a single number. Fig. 8 shows a state message-passing gnaghdy. A double line is drawn to indicate where state messages

for the general partial-response channel. In this graph, the tire passed between nodes.

angle is a state processing node which has four edges on whicfihe proposed state-based partial-response channel detector
it sends and receives three types of messages. One type of mm&grithm follows. Lets,, be the state of the partial-response

sage is a vector of state probabilities that are communicatgthnnel withA/ = 2 states, at time,, » = 0, ..., N. The
with its two neighboring triangle nodes. The other two typeguantitiesA,,(m) and B,,(m) are the state messages that are
of messages are probabilities corresponding to input symbphssed right and left, respectivety, = 0, ..., M — 1. These

and output symbols of the channBlx,,] and P[y,,|r], respec- state messages are produced simultaneously by each triangle
tively. In an implementation, the dimension-two vecf®,,] function node. Sums are performed over edges in the partial-
can be readily represented as a single number, but becausadsponse trellis, asin [19]. For a partial-response trellis, there are
partial-response channel has three or more output symbols, 2ié¢ edges per trellis section, and the trellis is time-invariant. For
messageP[y,|r.] must be represented as a true vector. Theach trellis edge, the starting state is°(c), the ending state
message-passing schedule is still parallel. Note that the graph#(c), the associated input label igc) and the associated
has no loops. This graph is similar to a Wiberg graph for trebutput label isy(e). Fig. 9 shows the correspondence between
lises [18], but we have omitted state nodes because they conrzegbde of the message-passing graph and a trellis section.
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Fig. 9. A single section of the message-passing graph for the partial-response detector, and a corresponding trellis fragment.

Algorithm: 0. Once A; is available, computel, at node 1; likewise, for
1. Initialize: Asz, Ay, ..., Ay_1. This is the recursive computation of the
state distributions in the forward direction, often called the
7 “alpha” or forward state metrics. Similarly, there are “beta”
Ao(m) = By(m { 0, m 7& 0 or backward state metrics. Thus, the two different algorithms
can be described by applying appropriate schedules to a single
1 . . .
An(m) =B,(m) = —, Vm;n #0,N. graph. Further, a variety of algorithms can be described by
M applying different schedules to this graph. In Section Ill, only
) the parallel schedule will be used.
2. Foreachnode = 0, ..., N — 1, simultaneously gen-
erate the outputd,, 1 (m), B, (m),m =0, ..., M —1
Ill. WINDOW-APP ALGORITHM PROPERTIES
/ When the number of iteratiorig for the proposed detector
Apr(m)=H; Y An(s5(e) Pla(e)] Ply(e) ] prop

algorithm is greater than or equal to the block lengththe
window size for all bits encompasses the entire block, and the
B,(m)=HPE Z Byi1(s¥(e)) Plz(e)] Ply(e)|ry]. algorithm produces the same APP outputs that the BCJR algo-
e:55(e)=m rithm produces. However, here we investigate the behavior of
the window-APP detector for values @f much smaller than

(Node0 does not generatB, and nodeV — 1 does not the block length.

e:sP(e)=m

generated y.) For partial-response channels that are not precoded, there
3. Repeat step Z times exist multiple distinct input sequences starting in distinct states
4. For each node = 0, ..., N — 1, simultaneously gen- that produce identical output sequences within a window of

erateP[z,] size W. Such output sequences are calldbiguous output

sequencedor such sequences, even in the absence of noise,
this detector cannot distinguish which input sequence gener-
Plan]=Hnx Z A (7(0)) Ply(e)lrnl Buts (s"(¢)) - ated the observed output sequence and thus the detector has a
eio(e)=my high probability of failure. The likelihood of such a decoding
failure depends upon the probability that initial states and input
In steps 2 and 44 o1y H, B H, are proportionality constants sequences that lead to ambiguous output sequences will occur.
chosen so that probab|lltles sum to one. In turn, this probability is a decreasing function of the window
For a fixed number of iteration®, the output symbol esti- size. In the following analysis, we predict the probability of
matesP[y,, = y(e)|r,] and the input symbol estimaté¥x,, = bit error for such a detectoF;"*(T’), in the absence of noise.
z(e)] that contribute to the decoding of a given bit are all in (T) is the probability that there was a bit error in the
window of lengthiW =27"+1, centered on that bit. Given only center of the window.
the input information in the window, this algorithm produces the Whereas the probability of bit error for conventional detectors
a posterioriprobability (APP) estimate for that bit. We call thisapproaches zero for increasing SNR, the probability of bit error
the window-APP algorithm. for this detector will asymptotically approadh®*(7’). Hence,
The algorithm we have described is a parallel scheduleis quantity is the minimum probability of bit error that the
applied to a message-passing graph. As has been observeddigctor will achieve.
Wiberg [18, Sec. 3.2], the BCJR algorithm can be represented-or the dicode channel there is only one ambiguous output
on a message-passing graph by using a serial schedule. Stadamuence in a window of length’, the all-zero output se-
with an initial state distribution for4y (usually given as quence. The dicode channel has two statesz {0, 1}. For
Ap(0) = 1, Ag(m) = 0, m # 0), we can computel; at node example withW = 5, the sequencg”™ = (0, 0, 0, 0, 0)
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11/ 1/1/+1
0/0/0
0/0/0
1/0/- 1/0/-1 1/1/-1

Fig. 10. State diagram for the EPRA4 partial-response channel, with labels “precoded input/nonprecoded input/output.” Pféfbder is D & D? ¢ D3,
Transitions generating outputs2 and+-2 are shown with a dashed line, but not labeled.

TABLE | The EPR4 ambiguous output sequences of lefijth- 3 can
FOR EPR4, ®ME EXAMPLE AMBIGUOUS INPUT SEQUENCES FORWNINDOW H
Size W = 5. THE OUTPUT SYMBOLS ARE Y, € {—2, —1, 0, +1, +2} be represented n general by

(initial state,input) | state sequence output
0] +1+1[00]—1—1[00]+1+1[00]--- or
(0,00000) 000000 00000 00 —1—-1[00]+1+1[00]- (3)
(2,10101) 252525 00000
(5,01010) 525252 00000 where[-] means that the contents may be omitted, used as is,
(7,11111) 77777 00000 or repeated an arbitrary number of times. Sequences that differ
(0,10000) 012400 141 -1 -10 by only a change of sign throughqut are not listed. Thg sym-
’ bols{-1, 0, +1} must occur as pairs, except at the beginning
(5,11010) 537652 +1+1-1-10 and end of the sequence, where a single symbol is permitted.
(4,00010) 400012 —100+1+1 A derivation of this list of ambiguous sequences is given in the
Appendix.
(6,10111) 652637 —100+1+1 For EPR4, there are two types of ambiguous output se-

guences. LetAS. be the event that the all-zeros output,
which is an ambiguous output sequence, was received by the
could have been generated by either the initial state= 0, detector. LetAS, . be the event that any other ambiguous
andz** = (0, 0, 0, 0, 0) or by the initial staten. = 1 and output sequence was received. For the EPR4 channel, there are
ztt = (1,1, 1, 1, 1). The detector will arbitrarily choose four input sequences that correspond48..: (0, 0, 0, 0---),
one of the two possible input sequences and if it chooses e 1, 0, 1, ...), (1,0, 1,0, ...), and(1, 1,1, 1, ...). When
wrong one, all the input bits will be incorrect. This results in ¢he eventdS. occurs (i.e., the all-zeros output is received), the
probability of bit error ofl /2, given that an ambiguous outputdetector will randomly choose one of the four possible input
sequence was received. The probability iabutput symbols sequences, and the probability of bit error willh&. There are
will all be zero is the probability that’ + 1 input symbols are two input sequences for each output sequence corresponding
identical, that is2 - (1/2)"+1 = (1/2)". If this sequence is to AS,.. When the eventdS,. occurs (i.e., any ambiguous
received, the probability of bit error i5/2, and so output sequence except the all-zeros output is received), the
detector will randomly choose one of the two possible input
) sequences and the probability of bit error will bét, as shown
anelm(T) [dicode] = P[blt error N ASdicode] in the Appendix_
— P[bit error| ASaicode] P[ASdicodc] When the lengttW is odd, the number of EPR4 ambiguous

W45
i 2 —3 =20+ _3,
(12 = (1277 output sequences descrﬁed by .(3?3 ISz 3=2 3
These are generated By — 4 distinct input sequences, four
of which generate the all-zeros ambiguous output sequence, as

whereAS ji.ode is the event that the ambiguous output sequenggown inthe Appendix. (Whenthe lenghis even, the number

was received. of ambiguous o%tput sequences3is 22 t* — 3. These are
For the EPR4 channel, there are numerous ambiguous outpemerated b - 272 72 — 4 distinct input sequences.) There are

sequences. The state diagram for EPR4 is given in Fig. 10, a¥idpossible starting states at the beginning of the window, and

some example ambiguous output sequences are given in TabkT+! possible input bit patterns that could be received in the
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Prob of bit err

E,/N, (dB)

Fig. 11. BER for state-based message passing on the nonprecoded EPR4 partial-response channel, for various iterations.

window. Since each starting state and each input bit patterrpister simulation shown in Fig. 11. The proposed algorithm can
equally likely produce BCJR-like performance with oriliyy N <« 1 times the
delay of the BCJR algorithm. However, this algorithm Was
times the computational complexity of the BCJR algorithm.

For both the dicode and EPR4 channel, when a pre-
coder matched to the partial-response channel is used (i.e.,
Letting £ be the event that a bit error occurs in the centef( D) = h(D)mod 2), the combined precoder/channel re-
of the window, and because all errors are due to ambiguous §gonse has the property that any output uniquely identifies
quences the corresponding input in the absence of noise. Although

ambiguous output sequences still exist, they are ambiguous

PMin(T)[EPR4 = P[E|AS.] P[AS.] + P[E|AS.,.] P[AS,.] only in the starting state, not the input sequence. For example,
‘ for the precoded dicode chanrgl(D) = (14 D)), the output

P[AS.]=4/(2322T+1) and P[AS,,.] = (27 T4-8) /(23227+1).

_1 4 + 1 2t -8 ytt = (0,0, 0, 0, 0) can be generated by either the initial
2 2822741 4 22T statern =0 and input sequence+* = (0, 0, 0, 0, 0), or by the

_ 1 ) initial statern = 1 and input sequence’”f‘L (0 0,0, 0, 0).
2T+2° Although the two state sequences are distinct, this ambiguity

will not cause any bit errors.

This proposed EPR4 detector was simulated on a computer withFor EPR4, the precoder matched to the chanfiel)) =
AWGN noise for various values @f; see Fig. 11. Forincreasingl & D & D? @ D3, as well as the precodgi(D) = 1 ¢ D?
SNR, the probability of bit error tends toward the predictedliminate input—output ambiguity. In the Appendix, we show
value P2in(T")[EPR4. The proposed algorithm achieves essethat these are the only two precoders of degree less than or equal
tially the same BER as the BCJR algorithm, below some SNR three that have this property. Computer simulations for EPR4
threshold which is a function &. This threshold can be madeprecoded withf(D) = 1¢ D& D?@ D? are shown in Fig. 12. In
arbitrarily high asl” approache#v, in which case the two algo- this figure, the truncated union bounds for both the precoded and
rithms produce identical results. nonprecoded channel are shown for comparison. Regardless of

For example, fofl = 20 and E;, /Ny = 11 dB, the proposed the number of iteration®, the probability of bit error decreases
algorithm achieves a probability of bit error ®f 10—, essen- for increasing SNR, a desirable property, and is in marked con-
tially indistinguishable from BCJR performance for the comirast to the nonprecoded case.
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Fig. 12. BER for state-based message passing on the EPR4 partial-response channel precodedwithD? ¢ D*, for various iterations.
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Fig. 13. Block diagram of the proposed LDPC-coded partial-response system.

IV. JOINT DECODING OFLDPC AND PARTIAL -RESPONSE resulting soft estimates of the input symbols are passed back to
CHANNELS the channel decoder. This forms one “turbo” iteration, and is re-

peated times.

Recently, there have been proposals to use an LDPC code oRER performance generally improves with increasing itera-
the partial-response channel [20], [21], with an iterative decod¥ns: and we are interested in the relationship between the pa-
consisting of a BCJR-type detector for the partial-responsdmeters’, 5, andU that would achieve the best performance.
channel and a GT-type decoder for the LDPC code. Howev&p d0 this, we setl’+S)U equal to a constant (the total number
the BCJR-type algorithms are slower, and the channel decoa&rteraﬂons used in detectllon and decoding), and _found the
proposed in Section Il is well-matched for use with the cYaues OfT, §, and that yielded the lowest BER, via com-

. . . uter simulation. In doing this, we assume that the “costs,” in
algorithm as both are inherently parallel algorithms. The blo .
. . . R e sense of delay, for the channel detector and GT algorithm
diagram for such a partial-response system is shown in Fig.

) k ] ] aré the same, and that one channel iteration can be traded for
In [22], Garcia-Frias considers decoding of LDPC codes 0Vgfe gecoder iteration, anice versawith no penalty. It should

finite-state Markov channels and specifically investigates thg, noted, however, that these costs are dependent on the imple-
Gilbert—Elliot channel model. Here, we consider a joint megpentation, and the validity of this assumption will depend upon
sage-passing decoder matched to both an LDPC code andd{i&em parameters such as the rate of the LDPC code and the
channel, when the model is a partial-response channel. We @gmber of states in the partial-response channel. We assume that
sume that the channel is not precoded. A graph for such a @grprocessing begins until all the channel samples have been re-
coder is shown in Fig. 14, and we apply the following schedulgsived and are available to the detector (reference [14] describes
to that graph. First, the proposed decoder operate® itera- a suboptimal version of BCJR that produces final outputs before
tions on the channel samples, then it passes soft estimatealbthe data has been received). Further, we assume that the GT
the input symbols to the GT decoder, matched to the LDPAIgorithm begins processing only after the channel algorithm is
code. Then, the GT decoder operatesfaterations, and the complete (andiice versa



KURKOSKI et al: JOINT MESSAGE-PASSING DECODING OF LDPC CODES AND PARTIAL-RESPONSE CHANNELS 1419

Prob of bit err

T=5=4,U=3 E : o
T-s-3U=4 5 N

: : : “\X T=S=2,U=6 : : : \
1008 ERERRRREE T=S=1'U=12 ......... N
1 1 ! I 1 L ] 1
2 3 4 5 6 7 8 9 10 11
Eb/NO(dB)

Fig. 15. Simulation results for joint LDPC/dicode message passing decoder (using bit-message passing for the dicode channel).

A joint LDPC/partial-response message-passing system vthat (7" + S)I/ = 24. In this case, we found that the optimal
simulated where the partial-response channel was the dicadbedule, subject to the constraint, Was= 2, S =1, U = §;
model using bit-based message passing, and the LDPC cede Fig. 16.
was a regular (column weigh), rate7/8 LDPC code of block  The computational complexity of the BCJR algorithm is
length495 [23]. Simulation results are shown in Fig. 15. Theequivalent to the proposed algorithm with= 1, and if we use
iteration parameter®’, S, U were chosen so th&t = S and this assumption to fix the total computation of the BCIJR-GT
(T'+ S)U = 24 (exceptinthecase & = S =5, U = 2,in  detector/decoder system at the same valuglef S)U, then
which casg7" + S)U = 20). Simulation results show that thewe can compare a BCIR-GT system with the proposed fully
lowest probability of bit error is obtained wh@h= S = 1 and parallel system.
U = 12. In other simulations, we found that by settifig= 1 The choice between the proposed algorithm and a BCIJR-GT
and changing, or by settings = 1 and changing’, the lowest decoded system represents a tradeoff between decoding delay
probability of error was still achieved wh@h= S = 1, subject and performance. On one hand, the proposed message-passing
to a fixed number of iterations. detector/decoder has low latency compared to a conventional
We also considered how a joint LDPC/partial-response meBE€JR-GT decoder. In principle, the delay of the parallel mes-
sage-passing system would perform when the channel is EPRAge-passing detector algorithniZisand that of the GT algo-
In this case, state-based message passing was used. As withithi is .S, so the overall decoding delay of the proposed system
dicode experiment, we restricted the schedule parameters sisct?” + S)U, which is24 in the case of the system simulated
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Fig. 16. Simulation results for joint LDPC/EPR4 message passing decoder, passing state information.

in Fig. 16. In contrast, the BCJR algorithm has a delayvoso For decoding LDPC codes over partial-response channels,
the overall decoding delay for a BCIR-GT systerfi¥s+ 1)U, there is a joint decoder which combines the GT algorithm with
which is5952 for the system that we simulated. These numbetise proposed channel detector, both parallel algorithms. As
are very rough estimates, and we use them only to emphasizeh, this algorithm has low decoding delay, as compared to
the much lower decoding delay of the proposed system. On theonventional BCJR-GT decoder. For the dicode partial-re-
other hand, the simulation results show that the BCIJR-GT EPBdonse channel with bit-based message passing, the parameters
system hass 0.6 dB better performance &~ probability of 7= 1, § = 1, U = 12 achieve the lowest probability of bit
bit error. error when the joint decoder is used and the total number of
iterations is fixed at 24. When the same restrictions are applied
to the EPR4 partial-response channel using state-based message
passing, we find that the parametéfs= 2, S = 1, U = 8
We have presented two types of detectors for the partia|-|Q:phieve the lowest prObablhty of bit error. The trend is that
sponse channel that are parallel, message-passing algorittifni§le total number of iterations is constrained to be a fixed
One is a bit-based message-passing a|gorithm that was C@%mber, then the lowest BER is achieved when the constituent
structed in the spirit of the GT algorithm. It is effective aflecoder iterationsT’, 5) are small, and the number of turbo
detecting the dicode channel, but when applied to the EPH#@rations(l/) is large.
channel, the observed BER performance was poor. Directions for future work include the application of density
The other detector we presented was a state-based, parg¥@lution techniques to this joint decoder to determine perfor-
message-passing algorithm. This state-based algorithm ighance thresholds and to analyze iteration schedules, as well as
window-APP algorithm for general partial-response channel§€ investigation of the effect of precoded channels in the con-
in contrast to the BCJR algorithm, which is serial in naturéext of an LDPC code.
However, both algorithms can be described on a single mes-
sage-passing graph, differentiated only by the schedule that APPENDIX

is applied to that graph. The parallel algorithm will produce |n this appendix, we consider the system of Fig. 2, i.e., a par-
results different from the BCJR algorithm whéh < N. We  tja|-response system without an outer LDPC code. We gener-

showed by analysis, and confirmed by simulation, that thgize the channel slightly and assume that the input and output
BER for the state-based message-passing decoder can nevey8i-infinite, that is,

lower than a fixed constant, and we calculated this constant for oo oo
the dicode and EPR4 channels. Fortunately, this lower bound z(D) = Z z: D', y(D) = Z wD'.
can be eliminated using the proper precoder. P P

V. CONCLUSION
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- : W43
Lety)" be an ambiguous output sequence of lerigjthWe con-  There are2™ 2 distinct input sequences described by (5).
sider two distinctinput sequence¥;, andz’", of lengthW+3  fowever. because both

(for the EPR4 channel) that generate the same output sequence )
y!V. Thatiis, ify(D) = h(D)z(D) andy' (D) = h(D)z'(D), z%, =(1,0,1,0,...) and =", =(1,1,1,1,...)
theny]” = %'}", an ambiguous output sequence. We assidine

is odd generate the all-zeros sequence, the number of distinct am-

W43
biguous output sequences generated by (3)i8  — 1. There
A. Ambiguous Output Sequences for EPR4 are2 2 distinct input sequences described by (6), so the

In this subsection, we list the ambiguous sequences f{Qlimber of distinct input sequences for Case BWJ"’.
the nonprecoded EPR4 partial-response channel. A null erroicase C: Consider

sequence:, (D) = z(D) — /(D) is a bi-infinite sequence

with the property that|h(D)e.(D)||> = 0. It was shown g, = (2,1, w0, 1, @2, 1, x4, ...) (8)
in [24] for a broad class of channels, including the EPR4nd
channel, that if the input error sequencg D) is one of the &V = (1_, 0, x0, 0, @2, 0, Z4, ...) 9)

following null error sequencegn)>, (4+)°°, (=), (+—)°,

(—+)%°, (+0)>°, (0+)>°, (—0)*°, or (0—)>°, then the distance which correspond to a truncated version of the null error se-
between the corresponding outputsD) = h(D)x(D) and quences, = (0+)°. Both input sequences will generate the
y' (D) = h(D)z'(D) will be zero. Here, the notatiof-)> output

represents an infinite periodic sequence with a pattern given W
by the contents of the brackets. The symbols’ ‘and “—” v =((wo—2-2), (82=%0), (22~ %0), ..).-
represent the input errorsl and—1, respectively. If z_o = 0 andzo = 0, then the possible output sequences are

If the difference between two distinct sequenags, and described by
z'%, is a truncated version of one of the listed null error se- -
quences, then the distance betwgBhandy’!" is zero. In other yy =0[00[+1+1[00]—-1—1---. (10)
words, 'ghe two output sequences will be identical, and, therl?-LQ — 0 andzo = 1, then the possible output sequences are
fore,y}" will be an ambiguous output sequence. Using the ”Eﬁescribed by ’
of possible null error sequences, we generate a list of possible
ambiguous output sequences for EPR4. y =4+1[00]—1—-1[00]+141---. (12)

Case A: Consider
! If z_» = 1, then the possible output sequences are described by

2", =(1,0,1,0,1,0,...) (10) or (11) with a sign change throughout. The sequences
and , YV =[0]+1+1[00]—1—1--- (12)
2%, =(0,1,0,1,0,1,...) . _ _
and their counterparts with a sign change throughout, are a con-
which correspond to a truncated version of the null error seenient way to represent (7) and (10). Together, (11) and (12)
quences, = (+—)>°. Then,y¥ = ¢}V =(0,0,0,...), the are a convenient way to list the possible ambiguous output se-
all-zeros sequence. Input sequeng¥s andz’", that corre- quence of the EPR4 channel model, as in (3).
spogod to truncated nuOI<I> error sequences pf= (+)%, e; = There are2” 2 distinct input sequences described by (8).
(=), ande,, = (—+.) also produce the all-zeros SeqUENCRyever. because both
In all, there are four input sequences that generate the all-zeros
ambiguous output sequence. 2%, =(0,1,0,1,...) and 2", =(1,1,1,1,...)
Case B: Consider: -
generate the all-zeros sequence, the number of distinct am-

wo_ ) W43
eZy =z, Loy, Loxg, 1,00 (®)  biguous output sequences generated by (8) 78— 1. There
and ) are2 2 distinct input sequences described by (9), so the
2%, =(0,2_1,0, 21,0, 23,0, ...) (6) W5

number of distinct input sequences for Case €'ig .
which correspond to a truncated version of the null error se-Case D: The input sequences that correspond to truncated
quences, = (+0)*. Both input sequences will generate th&ersions of the null error sequences = (—0)> ande, =

output (0—)°° will generate the same output sequences as in Cases B
W and C. The null error sequeneg = (0)> is a trivial case.
Y1 =((z1—z-1), (z1—2-1), (w3—21), (w3—21), ..). The distinct ambiguous output sequences are characterized

If z_; = 0, then the possible output sequences are describedrféfases B and C. (Case A de_scribed only the aII.-zeros output
sequence and Case D described no new ambiguous output

yy =[00]+1+1[00]—1—1--- (7) sequences.) The number of ambiguous output sequences
where[-] means that the contents may be omitted, used as isd§scribed in Cases B and C3s 2 = — 1 each, but since the
repeated an arbitrary number of times. If instead = 1, then all-zeros sequence is described in both cases, the number of

the possible output sequences are described by (7) with a s‘?ﬁﬁt{iguous output sequences is one less than the sum, namely,
change throughout. 272 -3,
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The distinct input sequences that generate the ambigudusatis,f; = f3 = lorfi = f3 = 0. Applying the other
output sequences are also completely described in Capessible truncated null error sequences does not result in any
B and C. However, these two cases both include the foadditional restrictions on the precoder. Therefore, the two pre-
sequenceg"”, = (0,0,0,0,...), 2%, = (1,1,1,1,...), coderswhich map inputs to outputs in a one-to-one fashion are
%, = (1,0,1,0,...) andz", = (0,1,0,1,...),sothe f(D)=1¢ D?andf(D) =19 D ¢ D* ¢ D3. We note that
number of d|st|nct mput sequences that generate ambigudiisse are also the only two precoders that are divisibledy?.

+
output sequences® 2 — 4. The number of input sequences
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