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Abstract. This paper proposes a new timed model named nested timed
automata (NeTAs). An NeTA is a pushdown system whose stack symbols
are timed automata (TAs). It either behaves as the top TA in the stack,
or switches from one TA to another by pushing, popping, or chang-
ing the top TA of the stack. Different from existing component-based
context-switch models such as recursive timed automata and timed re-
cursive state machines, when time passage happens, all clocks of TAs in
the stack elapse uniformly. We show that the safety property of NeTAs
is decidable by encoding NeTAs to the dense timed pushdown automa-
ta. NeTAs provide a natural way to analyze the recursive behaviors of
component-based timed systems with structure retained. We illustrate
this advantage by the deadline analysis of nested interrupts.

1 Introduction

Due to the rapid development of large and complex timed systems, require-
ments to model and analyze complex real-time frameworks with recursive con-
text switches have been stresses. Difficulty comes from two dimensions of infinity,
a stack with unbounded number of symbols, and clocks recording dense time.
The infinity raises difficulty to guarantee decidability of properties, e.g., safety
properties.

Timed automata (TAs) [1] are a finite automaton with a finite set of clocks
that grow uniformly. A typical timed model with context switches is timed push-
down automata (TPDAs) [2], equipped with an unbounded stack, where clocks
are not updated in the stack. This limitation is found unnatural in analyzing
the timed behavior of programs since clock values should be updated in suspen-
sion. Recently, a new timed pushdown model, dense timed pushdown automata
(DTPDAs) [3] has been proposed, where each symbol in the stack is equipped
with local clocks named “ages”, and all ages in the stack are updated uniformly
for time passage. Reachability problem of DTPDAs is in EXPTIME [3].

This paper proposes a new timed model named nested timed automata (Ne-
TAs). An NeTA is a pushdown system whose stack symbols are TAs. It either
behaves as the top TA in the stack, or switches from one TA to another following
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three kinds of transitions: pushing a new TA, popping the current TA when ter-
minates, or replacing the top TA of the stack. This hierarchical design captures
the dynamic feature of functionally independent component-based structure of
timed systems. The existing models, such as recursive timed automata [4], and
timed recursive state machines [5] do not update clocks in the stack when time
passage happens, while in NeTAs, all clocks elapse uniformly. When a TA is
pushed into the stack, a set of fresh local clocks is introduced to the system. In
this respect, NeTAs may have to handle an unbounded number of local clocks.
NeTAs are shown to be encoded to DTPDAs preserving the state reachability.
All transitions of NeTAs are simulated by DTPDAs, and vice versa. We illustrate
that NeTAs are adopted to analyze the timely deadline of nested interrupts.

The rest of the paper is organized as follows. Section 2 gives an introduction
of TAs and DTPDAs. Section 3 gives the formal definition and semantics of
NeTAs. Section 4 presents an encoding method from NeTAs to DTPDAs, and
proves its correctness. Section 5 illustrates the usages of NeTAs by an application
example. Section 6 gives the related work and Section 7 concludes the paper.

2 Preliminaries

Let R≥0 and N denote the sets of non-negative real numbers and natural
numbers, respectively. We define Nω := N∪{ω}, where ω is the first limit ordinal.
Let I denote the set of intervals. An interval is a set of numbers, written as (a, b),
[a, b], [a, b) or (a, b], where a ∈ N and b ∈ Nω. For a number r ∈ R≥0 and an
interval I ∈ I, we use r ∈ I to denote that r belongs to I.

LetX = {x1, . . . , xn} be a finite set of clocks. A clock valuation ν : X → R≥0,
assigns a value to each clock x ∈ X. ν0 represents all clocks in X assigned to
zero. Given a clock valuation ν and a time t ∈ R≥0, (ν + t)(x) = ν(x) + t, for
x ∈ X. A clock assignment function ν[y ← b] is defined by ν[y ← b](x) = b if
x = y, and ν(x) otherwise.

2.1 Timed Automata

A timed automaton is an automaton augmented with a finite set of clocks [1,
6]. Time can elapse in a location, while switches are instantaneous.

Since we focus on the safety properties (i.e., emptiness problem of a TA, or
reachability problem of a timed transition system), we omit input symbols for
all concerned automata, following the formalization in [3].

We adopt the TA definition style from that in [3], which looks different from
the one in [1, 6]. The main difference is that we do not adopt invariant, a time
constraint assigned to each control location. The reason lies that invariants cause
time lock problems. When context switches back, it may occur that the system
can neither stay in the current control location since the invariant is violated nor
transit to other control location since all constraints on transitions are violated.
Nondeterministic clock updates are also taken from [7] with interval tests as
diagonal free time constraints where decidability results are not affected.
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Definition 1 (Timed Automata). A timed automaton is a tuple A = (Q, q0,
F,X,∆) ∈ A , where

– Q is a finite set of control locations, with the initial location q0 ∈ Q,
– F ⊆ Q is the set of final locations,
– X is a finite set of clocks,
– ∆ ⊆ Q × O × Q, where O is a set of operations. A transition δ ∈ ∆ is a

triplet (q1, ϕ, q2), written as q1
ϕ−→ q2, in which ϕ is either of

Local ϵ, an empty operation,
Test x ∈ I? where x ∈ X is a clock and I ∈ I is an interval, and
Assignment x← I where x ∈ X and I ∈ I.

Given a TA A ∈ A , we use Q(A), q0(A), F (A), X(A) and ∆(A) to represent
its set of control locations, initial location, set of final locations, set of clocks and
set of transitions, respectively. We will use similar notations for other models.

The semantics of timed automata includes progress transitions, for time e-
lapsing within one control location, and discrete transitions, for transference
between two control locations.

Definition 2 (Semantics of TAs). Given a TA A = (Q, q0, F,X,∆), a con-
figuration is a pair (q, ν) of a control location q ∈ Q, and a clock valuation ν on
X. The transition relation of the TA is represented as follows,

– Progress transition: (q, ν)
t−→A (q, ν + t), where t ∈ R≥0.

– Discrete transition: (q1, ν1)
ϕ−→A (q2, ν2), if q1

ϕ−→ q2 ∈ ∆, and one of the
following holds,
• Local ϕ = ϵ, then ν1 = ν2. The empty operation does not modify the

clock valuations.
• Test ϕ = x ∈ I?, ν1 = ν2 and ν2(x) ∈ I holds. The transition can be

performed only if the value of x belongs to I.
• Assignment ϕ = x ← I, ν2 = ν1[x ← r] where r ∈ I. The clock x is

assigned an arbitrary value in I.

The initial configuration is (q0, ν0). The transition relation is → and we define

→=
t−→A ∪

ϕ−→A , and define →∗ to be the reflexive and transitive closure of →.

Remark 1 (Sound Simulation). The TA definition in Definition 1 follows the
style in [3]. In [1], a TA allows a logical connection of several constraint tests,
e.g. x ≤ 15∧ y > 20, and several resets operations of different clocks during one
discrete transition. Only one test or assignment (a generalization of the reset) is
allowed during one discrete transition in the definition. Since a discrete transition
is followed by a progress transition where time elapses, the main ambiguity of
two definitions is whether a conjunction of two tests can be checked one by one,
between which the time elapses. It is shown that TA with our definition soundly
simulates the timed traces in the original definition, as follows,

For ≥ or >, c
x∈[a,+∞)?−−−−−−−→A c′

t−→A c′ is safely converted to c
t−→A c

[a,+∞)?−−−−−→A

c′, for some configurations c and c′.
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For ≤ or <, c
t−→A c

x∈[0,a]?−−−−−→A p′ is safely converted to c
x∈[0,a]?−−−−−→A c′

t−→A c′,
for some configurations c and c′.

For test transitions, a general simulation strategy is, firstly, checking the ≥,
and > one by one, then check ≤ and < later. If there exists a “=” constraint,

decomposed it into ≥ ∧ ≤. For example, a transition p
x≤15∧y>20−−−−−−−−→ q in the

original definition is simulated by two transitions p
y∈(20,+∞)?−−−−−−−−→ p′

x∈[0,15]?−−−−−−→ q
under the new definition, where p′ is a fresh control location.

For reset transitions, a group of clocks are reset simultaneously can be sim-
ulated by resetting clocks one by one, with a zero test of the first reset clock on

the tail. For example, a transition p
{x,y}−−−→ q, resetting x and y simultaneously, in

the original definition is simulated by p
x←[0,0]−−−−−→ p′

y←[0,0]−−−−−→ p′′
x∈[0,0]?−−−−−→ q, where

p′, p′′ are fresh control locations.
If a transition contains both test and reset operations, we firstly simulate

test operation, then reset operation, following the above rules.

2.2 Dense Timed Pushdown Automata

Dense Timed Pushdown Automata (DTPDAs) [3] extend TPDAs with time
update in the stack. Each symbol in the stack is equipped with a local clock
named age, and all ages in the stack elapse uniformly. An age in each context
is assigned to a value in a given interval or the value of a clock when a push
transition occurs. A pop transition pops the top symbol provided the value of
its age belongs to a given interval, or just assigns the value of its age to a clock.

Definition 3 (Dense Timed Pushdown Automata). A dense timed push-
down automaton is a tuple D = ⟨S, s0, Γ, C,∆⟩ ∈ D , where

– S is a finite set of states with the initial state s0 ∈ S,
– Γ is a finite stack alphabet,
– C is a finite set of clocks, and
– ∆ ⊆ S ×O × S is a finite set of transitions.

A transition δ ∈ ∆ is a triplet (s1, ϕ, s2), written as s1
ϕ−→ s2, in which ϕ is

either of

– Local ϵ, an empty operation,
– Test x ∈ I?, where x ∈ X is a clock and I ∈ I is an interval,
– Assignment x← I where x ∈ C and I ∈ I,
– Push push(γ, I), where γ ∈ Γ is a stack symbol and I ∈ I. It pushes γ to

the top of the stack, with the age in the interval I.
– Pop pop(γ, I), where γ ∈ Γ and I ∈ I. It pops the top-most stack symbol

provided that this symbol is γ, and its age belongs to I.
– PushA push(γ, x), where γ ∈ Γ is a stack symbol and x ∈ C, and
– PopA pop(γ, x), where γ ∈ Γ is a stack symbol and x ∈ C.
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Definition 4 (Semantics of DTPDAs). For a DTPDA ⟨S, s0, Γ, C,∆⟩, a
configuration is a triplet (s, w, ν) with s ∈ S, w ∈ (Γ × R≥0)∗, and a clock
valuation ν on X. Time passage of the stack w+ t = (γ1, t1 + t). · · · .(γn, tn + t)
for w = (γ1, t1). · · · .(γn, tn).

The transition relation of the DTPDA is defined as follows:

– Progress transition: (s, w, ν)
t−→D (s, w + t, ν + t), where t ∈ R≥0.

– Discrete transition: (s1, w1, ν1)
ϕ−→D (s2, w2, ν2), if s1

ϕ−→ s2, and one of the
following holds,

• Local ϕ = ϵ, then w1 = w2, and ν1 = ν2. The empty operation does not
modify stack contents and clock values.

• Test ϕ = x ∈ I?, then w1 = w2, ν1 = ν2 and ν2(x) ∈ I holds. The
transition can be performed only if the value of x belongs to I.

• Assignment ϕ = x ← I, then w1 = w2, ν2 = ν1[x ← r] where r ∈ I.
The clock x is assigned an arbitrary value in I.

• Push ϕ = push(γ, I), then ν1 = ν2, and w2 = (γ, r).w1 for some r ∈ I.
γ is pushed into the top of the stack with its age to be some arbitrary
value r in I. The clock values are not changed.

• Pop ϕ = pop(γ, I), then ν1 = ν2, and w1 = (γ, r).w2 for some r ∈ I.
Whether the top-most symbol in the stack is γ, and whether its age value
is in I is checked. The clock values are not changed.

• PushA ϕ = push(γ, x), then ν1 = ν2, and w2 = (γ, ν1(x))w1. It pushes
γ to the stack associated with a local age with the value of the x’s value.

• PopA ϕ = pop(γ, x), then ν2 = ν1[x ← t], and w1 = (γ, t)w2. It pops γ
from a stack and assigns value of its local age to the global clock x.

The initial configuration κ0 = (q0, ϵ, ν0). We use ↪−→ to range over these tran-
sitions, and ↪−→∗ is the transitive closure of ↪−→, conventionally.

Example 1. Fig. 1 shows transitions between configurations of a DTPDA con-
sisting of a singleton state set S = {•} (omitted in the figure), clocks C =
{x1, x2, x3}, and stack symbols Γ = {a, b, d}. From κ1 to κ2, a discrete transi-
tion push(d, x3) pushes (d, 2.3) into the stack. A time transition from κ2 to κ3

elapses 2.6 time units, and each value grows older for 2.6. From κ3 to κ4, the
value of x2 is reset to 3.8, which lies in the interval (2, 5], and the last transition
pops (d, x1) and resets x1 to 4.9.

Remark 2. Definition 3 extends the definition in [3] by addingPushA andPopA,
which stores and recovers from clocks to ages and vice versa. This extension does
not destroy decidability of state reachability of DTPDAs [8], since its symbolic
encoding is easily modified to accept PushA and PopA. For instance, PushA is
encoded similar to Push, except for the definition on Reset [3]. Reset(R)[a← I]
symbolically explores all possibility of the fraction of an instance in I. Instead,
Reset(R)[a ← x] will assign the same integer and fraction parts to x, which
means an age is simply placed at the same position to x in the region.
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(a, 1.9)

(b, 6.7)

(a, 3.1)

(d, 4.2)

x1 ← 0.5
x2 ← 3.9
x3 ← 2.3

(d,2.3)

(a, 1.9)

(b, 6.7)

(a, 3.1)

(d, 4.2)

x1 ← 0.5
x2 ← 3.9
x3 ← 2.3

(d,4.9)

(a,4.5)

(b,9.3)

(a,5.7)

(d,6.8)

x1 ← 3.1
x2 ← 6.5
x3 ← 4.9

(d, 4.9)

(a, 4.5)

(b, 9.3)

(a, 5.7)

(d, 6.8)

x1 ← 3.1
x2 ← 3.8
x3 ← 4.9

(a, 4.5)

(b, 9.3)

(a, 5.7)

(d, 6.8)

x1 ← 4.9
x2 ← 3.8
x3 ← 4.9

κ1
push(d,x3)−−−−−−−−−→D κ2

2.6−−−−−−−−→D κ3
x2←(2,5]−−−−−−−−−→D κ4

pop(d,x1)−−−−−−−−→D κ5

Fig. 1. An Example of DTPDA

3 Nested Timed Automata

Nested Timed Automata (NeTAs) aim to give an operation strategy to a
group of TAs, in which a TA is able to preempt the other ones. All clocks in an
NeTA are local clocks, with the scope of their respective TAs. These clocks in the
stack elapse simultaneously. An unbounded number of clocks may be involved in
one NeTA, due to recursive preemption loops, differ from existing timed models,
such as TA, TPDA, TRSMs and RTA.

Definition 5 (Nested Timed automata). A nested timed automaton is a
triplet N = (T,A0,∆) ∈ N , where

– T is a finite set of timed automata, with the initial timed automaton A0 ∈ T .
– ∆ ⊆ T×P×(T∪{ε}), where P = {push, pop, internal}. A rule (Ai, Φ,Aj) ∈

∆ is written as Ai
Φ−→ Aj, where

Push Ai
push−−−→ Aj,

Pop Ai
pop−−→ ε, and

Internal Ai
internal−−−−−→ Aj.

The initial state of NeTAs is the initial location in A0, s.t. q0(A0). We also
assume that X(Ai) ∩ X(Aj) = ∅, and Q(Ai) ∩ Q(Aj) = ∅ for Ai,Aj ∈ T and
i ̸= j.

The operational semantics of NeTAs is informally summarized as follows. It
starts with a stack with the only symbol of the initial TA. The system has the
following four behaviors: when there exists time passage, all clocks in the stack
elapse simultaneously; it is able to behave like the top TA in the stack; when
there exists a push transition from the top TA of the stack to the other TA, a
new instance of the latter TA is pushed into the stack at any time and executed,
while the suspended location of the former TA is recorded in the stack; when
the top TA in the stack reaches the final location and a pop transition happens,
it will be popped from the stack, and the system will run the next TA beginning
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with the suspended location; if an internal transition from the top TA to the
other TA occurs, the top TA in the stack will be changed to a new instance of
the latter TA when it reaches some final location.

Definition 6 (Semantics of NeTAs). Given an NeTA (T,A0, ∆), a config-
uration is a stack, and the stack alphabet is a tuple ⟨A, q, ν⟩, where A ∈ T is
a timed automaton, q is the current running control location where q ∈ Q(A), and
ν is the clock valuation of X(A). For a stack content c = ⟨A1, q1, ν1⟩⟨A2, q2, ν2⟩ . . .
⟨An, qn, νn⟩, let c+ t be ⟨A1, q1, ν1 + t⟩⟨A2, q2, ν2 + t⟩ . . . ⟨An, qn, νn + t⟩.

The transition of NeTAs is represented as follows:

– Progress transitions: c
t−→N c+ t.

– Discrete transitions: c
ϕ−→N c′ is defined as a union of the following four

kinds of transition relations,

• Intra-action ⟨A, q, ν⟩c ϕ−→N ⟨A, q′, ν′⟩c, if q ϕ−→ q′ ∈ ∆(A), and one of
the following holds,
∗ Local ϕ = ϵ, then ν = ν′.
∗ Test ϕ = x ∈ I?, ν = ν′ and ν′(x) ∈ I holds.
∗ Assignment ϕ = x← I, ν′ = ν[x← r] where r ∈ I.

• Push ⟨A, q, ν⟩c push−−−→N ⟨A′, q0(A′), ν′0⟩⟨A, q, ν⟩c, if A push−−−→ A′, and
q ∈ Q(A).

• Pop ⟨A, q, ν⟩c pop−−→N c, if A pop−−→ ε, and q ∈ F (A).
• Inter-action ⟨A, q, ν⟩c internal−−−−−→N ⟨A′, q0(A′), ν′0⟩c, if A

internal−−−−−→ A′,
and q ∈ F (A).

The initial configuration c0 = ⟨A0, q0(A0), ν0⟩. We use −→ to range over these
transitions and −→∗ is the transitive closure of −→, conventionally.

In followings, we focus on the state reachability that is regarded as the most
important property in modelling software behavior.

Definition 7 (Safety Property). A safety property of NeTAs is defined as
the state reachability problem: Given an NeTA N = (T,A0,∆), and a control
location pf ∈ Q(A) for some A ∈ T , decide whether there exists a configuration
c of N and a clock valuation ν, such that c0 −→∗ ⟨A, pf , ν⟩c.

Example 2. We take a simple example to show the usage of NeTAs. Assume that
two processes access a shared buffer. One is to read from the buffer periodically
each 4 time units. It accomplishes after it reads one or more data. The other is to
write to the buffer periodically. The execution time is between 3 and 5 time units.
It will return after writes one or more data. The writing process may overtake the
reading process which initially starts running. The NeTA is shown in Fig. 2, with
three TAs. A0 is an empty TA for the idle state. A1 and A2 are for reading and

writing processes, respectively. We have three transition rules: A0
internal−−−−−→ A1,

A1
push−−−→ A2, and A2

pop−−→ ε. The pop transition is not explicitly represented in
the figure. We use dash-line frames to represent the border of TAs in the NeTA,
double-line arrows to indicate the initial location/TA, and double-line circles to
represent the final locations of TAs.
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q1
0

q1
1

q1
r

x
←

[0
,0

]

x
∈

(0
,4

]?

x
←

[0
,0

]

idle

idle

wt
y
←

[0
,2

]

y
∈

(0
,5

]?

y
←

[0
,2

]

internal

push

A1 A2

A0

Fig. 2. An Example of NeTA

Remark 3 (Composition with timed automata). An NeTA is composed with a TA
by synchronization with shared actions in Σ, where we are allowed to add input
symbols as actions on transitions of NeTA. A composed TA presents behavioral
properties independent of recursive context switches such as the environment.
Although this extension does not increase the expressiveness of NeTAs, it is very
useful to model and analyze the behavioral properties in the component-based
manner [9, 10]. A formal definition of the parallel composition, between an NeTA
N and a TA A, written as N∥A, is formally defined in Appendix A.

4 Decidability of Safety Property

In this section we prove the safety property problem of NeTAs is decidable
by encoding it into DTPDAs, of which state reachability is decidable.

4.1 Encoding NeTA to DTPDA

The idea to encode an NeTA to a DTPDA is straightforward, dealing with
multiple clocks at push and pop operations. We adopt extra fresh locations and
transitions to check whether a group of push/pop actions happens instantly.

Given an NeTA N = (T,A0,∆), we define E(N ) = ⟨S, s0, Γ, C,∇⟩ as the
target of DTPDA encoding of N . Each element is described as,

The set of states S = SN ∪ Sinter, where SN =
∪
Ai∈T Q(Ai) is the set of

all locations of TAs in T (N ). Sinter is the set of intermediate states during the
simulation of push, pop, and internal rules of NeTAs. We assume that SN and
Sinter are disjoint.

Let n = |T | and mi = |X(Ai)| for each Ai ∈ T . Sinter is

Sinter = (
∪
Ai∈T

Si
reset) ∪ (

∪
Ai

push−→Aj∈∆

Si,j
push) ∪ {o}
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– For every Ai ∈ T , we define Si
reset = (

∪
k∈{1···mi+1} r

i
k) ∪ ti. rik ∈ Si

reset is

the start state of a transition to initialize the k-th clock of Ai to 0. ti is the
start state of a testing transition to make sure that no time is elapsed during
the sequence of initializing transitions.

– For every push rule Ai
push−→ Aj , we define Si,j

push =
∪

k∈{1···mi+1} p
i,j
k . pi,jk

is the start state of a push transition that push the pair of the k-th clock
of Ai and its value. After all clock values are stored in the stack, the last
destination is the initial state q0(Aj) of Aj .

– o is a special state for repeat popping.

The initial state s0 = q0(A0) is the initial location of the initial TA of N .
The set of clocks C = {d} ∪

∪
A∈T X(A) consists of all clocks of TA in

T (N ) and the special dummy clock d only to fulfill the field of push and pop
rules, like push(q, d) and pop(q, d). (The value of d does not matter.)

The stack alphabet Γ = C ∪ SN .
The set of transitions∇ is the union of

∪
Ai∈T ∆(Ai) (as Local transitions

of E(N )) and the set of transitions described in Fig. 3. For indexes, we assume
0 ≤ i, j ≤ n− 1 and 1 ≤ k ≤ mi (where i is specified in a context).

Local pi,jmi+1
ϵ−→ rj1, rimi+1

ϵ−→ ti, qi
ϵ−→ rj1, qi

ϵ−→ o for qi ∈ F (Ai).

Test ti
xi
1∈[0,0]?−−−−−−→ q0(Ai).

Assignment rik
xi
k←[0,0]
−−−−−−→ rik+1.

Push qi
push(qi,d)−−−−−−−→ pi,j1 , pi,jk

push(xi
k,x

i
k)

−−−−−−−−→ pi,jk+1 if k ≤ mi, for qi ∈ Q(Ai).

Pop o
pop(x,x)−−−−−→ o, o

pop(q,d)−−−−−→ q forall x ∈ X(Ai). q ∈ Q(Ai).

Fig. 3. Transition Rules ∇ of E(C )

Definition 8. For an NeTA N = (T,A0,∆), its encoding into a DTPDA E(N )
is as follows.

Ai
push−→ Aj qi

push(qi,d)−−−−−−→ pi,j1
push(xi

1,x
i
1)−−−−−−−−→ · · · pi,jmi

push(xi
mi

,xi
mi

)
−−−−−−−−−−→ pi,jmi+1

ϵ−→

rj1
xj
1←[0,0]
−−−−−→ rj2 · · · r

j
mj+1

ϵ−→ tj
xj
1∈[0,0]?−−−−−−→ q0(Aj)

Ai
pop−→ ϵ qi

ϵ−→ o
pop(xi

mi+1,x
i
mi+1)−−−−−−−−−−−−→ · · · pop(xi

1,x
i
1)−−−−−−−→ o

pop(q,d)−−−−−→ q

Ai
internal−→ Aj qi

ϵ−→ rj1
xj
1←[0,0]
−−−−−→ rj2 · · · r

j
mj+1

ϵ−→ tj
xj
1∈[0,0]?−−−−−−→ q0(Aj)

For a push transition Ai
push−→ Aj , E(N ) simulates, by storing current state

of Ai into the stack, pushing each clock with its current value as an age, and
switching to the initial configuration of Aj (which consists of initializing each
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clock x ∈ X(Aj), testing that no timed transitions interleaved, and move to the
initial state q0(Aj)).

For a pop transition Ai
pop−→ ϵ, Ai has finished its run at a final state and

restores the previous context. E(N ) simulates, first popping and setting each
clock (of E(N )), and set a state to q being stored in the stack.

Note that clocks of E(N ) are used for currently running TA (at the top of
the stack), and ages are used to store values of clocks of suspended TAs.

Example 3. An NeTA is shown in Fig. 4, which includes two TAs A1 and A2.
p1, p2 ∈ Q(A1), x1, x2 ∈ X(A1), q1, q2 ∈ Q(A2), and y1, y2 ∈ X(A2), respective-
ly. A push transition from A1 to A2 occurs at the location p2, and the value of
x1 and x2 are 2.9 and 3.3, respectively. After pushing, y1 and y2 are reset to
zero, and the system begins with q1. The encoding DTPDA is shown in Fig. 5.
p2 is firstly pushed into the stack, and afterwards, x1 and x2 in A1 is pushed
into the stack one by one, with the initial value of the age as their respective
value. Then after y1 and y2 in A2 are reset to 0 through the states r21, r

2
2, and

r23, the system moves to q1 provided the value of y1 is kept as 0.

p1 p2

x1 ← 2.9
x2 ← 3.3

push−−→N

q1 q2

y1 ← 0
y2 ← 0

p1 p2 x1 ← 2.9
x2 ← 3.3

Fig. 4. A Push Transition on a Nested Timed Automaton

Example 4. The NeTA in Fig. 2 is encoded into a DTPDA in Fig. 6.

– The larger circles are the original states from the NeTA, while the smaller
ones are intermediate states.

– Since A0
internal−−−−−→ A1, before q00 connects to q10 , all clocks in A1 are reset to

zero and kept uniformly. q00 firstly is connected to r11. r
1
1 and r12 reset clocks

and t1 tests the uniformity of clocks.

– Since A1
push−−−→ A2, each state in A1 connects to p1,21 by a transition to push

itself. p1,21 and p1,22 push each clock in A1. Before connecting to q20 ∈ A2, all
clocks in A2 are similarly reset and tested, through r21, r

2
2 and t2.

– Since A2
pop−−→ ε, after some final state of A2 is reached, each clock in the

stack should be popped, through an extra state o. After that, o will connect
each state in A1, by which the respective suspended state is popped.
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p2

x1 ← 2.9
x2 ← 3.3

y1 ← 4.1
y2 ← 0.5

push(p2,d)−−−−−−−−−−→D p1,21

x1 ← 2.9
x2 ← 3.3

y1 ← 4.1
y2 ← 0.5 (p2, 0)

push(xi,xi)−−−−−−−−−−→
∗

D

r21

y1 ← 4.1
y2 ← 0.5

x1 ← 2.9
x2 ← 3.3

(x2,3.3)

(x1,2.9)

(p2, 0)

y1←[0,0]−−−−−−−−−→D r22

y1 ← 0
y2 ← 0.5

x1 ← 2.9
x2 ← 3.3

(x2, 3.3)

(x1, 2.9)

(p2, 0)

y2←[0,0]−−−−−−−−→D

r23

y1 ← 0
y2 ← 0

x1 ← 2.9
x2 ← 3.3

(x2, 3.3)

(x1, 2.9)

(p2, 0)

y1∈[0,0]?−−−−−−−−→
∗

D q1

y1 ← 0
y2 ← 0

x1 ← 2.9
x2 ← 3.3

(x2, 3.3)

(x1, 2.9)

(p2, 0)

Fig. 5. Encoding the Push Transition in DTPDA

q
1
0

q
1
1

q
1
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←
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∈
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←
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]
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0
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q
2
0

q
2
1

q
3
1
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←

[0
,
2
]

y
∈

(0
,
5
]?

y
←

[0
,
2
]

r1

1

r1

2

t1

x
←

[0
,
0
]

ǫ

x
∈

[0
,
0
]?

ǫ
r2

1

r2

2

t2

y
←

[0
,
0
]

ǫ

y
∈

[0
,
0
]?

p
1,2

1
p
1,2

2

o

push(q1

0
, d)

p
u
s
h
(q

1
1

,
d
)

p
u
s
h
(q

2

1
,
d
)

push(x, x)

ǫ

ǫ

pop(y, y)

p
o
p
(q

10
,
d
)

pop(q 1

1 , d)

pop(q1

2
, d)

Fig. 6. Encoding the NeTA to DTPDA

4.2 Correctness of the Encoding

To reduce state reachability problem of NeTAs to that of DTPDAs, we show
that transitions are preserved and reflected by the encoding.

Definition 9 (Encoded Configuration). For an NeTA N = (T,A0,∆), its
DTPDA encoding E(N ) = ⟨S, s0, Γ, C,∇⟩. and an NeTA configuration

c = ⟨A1, q1, ν1⟩⟨A2, q2, ν2⟩ . . . ⟨An, qn, νn⟩
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let chd = ⟨A1, q1, ν1⟩ and ctl = ⟨An, qn, νn⟩. A clock valuation of c, ν(c) : C →
R≥0 is defined as ν(c)(x) = ν1(x) if x ∈ X(A1), and any, otherwise. 1 Let
w(c) = w1 · · ·wn, where wi = (xi

mi
, νi(x

i
mi

)) · · · (xi
1, νi(x

i
1))(qi, 0).

We denote a configuration (q1, w(ctl), ν(c)) of E(N ) by JcK. A configuration
κ of DTPDA with some c and κ = JcK is called an encoded configuration.

Lemma 1. Given an NeTA N , its encoding E(N ), and configurations c, c′ of
N .

– (Preservation) if c −→ c′, then JcK ↪−→∗ Jc′K;
– (Reflection) if JcK ↪−→∗ κ,

1. there exists c′ such that κ = Jc′K and c −→∗ c′, or
2. κ is not an encoded configuration, and there exists c′ such that κ ↪−→∗Jc′K by discrete transitions (of E(N )) and c −→∗ c′.

The proof is given in Appendix B. From Lemma 1, we have the decidability
of the safety property of NeTA.

Theorem 1. The state reachability problem of NeTAs is decidable.

Remark 4 (Global clocks). We can assign a disjoint finite set of global clocks
to an NeTA. These global clocks are tested and reassigned during push, pop
and internal transitions, to control time conditions for push, pop and internal
actions. Global clocks do not affect the safety property of an NeTA, since during
the encoding to DTPDA, we just include these clocks to the set of clocks in
DTPDA, keeping the copies of global clocks for all stack elements.

Fact 1 A parallel composition of an NeTA and a TA can be encoded into an
NeTA with global clocks by forgetting the synchronizing actions.

Remark 5 (Encode DTPDAs into NeTAs). We can also encode a DTPDA into
an NeTA with global clocks by regarding each state of the DTPDA as a TA with
only one (local) clock. These TAs and their respective clocks can thus be used
to represent pairs of stack symbols and ages.

5 Deadline Analysis for Nested Interrupts

Timely interrupt handling is part of correctness for real-timed, interrupt-
driven system. It is vital for a deadline analysis [11, 12] in such systems to check
that all specified deadlines for interrupt handling will be met. Such analysis is
a daunting task because of large number of different possible interrupt arrival
scenarios. An interrupt signal from outside transfers the control to an interrup-
t handler deferring the interrupted execution. When there are more than one
interrupts, an interrupt controller provides priorities for them according to ur-
gency of each interrupt. An interrupt handler is suspended by another handler

1 any means any value, since except for a clock in the top stack frame of a nested
timed automaton, its value does not matter.



Nested Timed Automata 13

with higher priority. After the high priority handler is done, the previous handler
is resumed. In the followings NeTA combined with TA is shown to be useful for
deadline analysis with such nested interrupt handling.

The time and frequency of interrupt signals can be represented by a TA,
with input actions as events that trigger interrupt handlers. For instance, Fig.
7 gives an example of a TA that trigger three interrupt handlers, by comingP ,
comingQ, and comingR, respectively.

C
om

in
g
P
, x
←

[0, 1)

y
∈
[45,+
∞
)? x ∈ (15,+∞)?

comingQ, x← [0, 1)

x ∈ (12,+∞)?

comingR, x← [0, 1)
ComingP , x← [0, 1)

y
∈
[6
0,
+
∞
)?

Fig. 7. A Timed Automata as an Environment

Assume a finite set of interrupt handler specifications H . Each handler is
specified by P (A, D), where A is a TA to describe its behavior, and D is its
relative deadline. A system should guarantee that each executed handler p of
P (A, D) is executed as A and reached to some final location of A within D time
units. If the handler misses the deadline, it raises an error.

An interrupt handler with relative deadline D is transformed from A to an-
other TA with error location. Guarded : H → A is defined by Guarded(P (A, D)) =
(QG, qG0 , F

G, XG,∆G). Each element is shown as follows,

– QG = Q(A) ∪Q∆ ∪ {qerr}, where Q∆ = {qδ | for each δ ∈ ∆(A)}.
– qG0 = q0(A), and FG = F (A).
– XG = X(A) ∪ {xsch}.
– ∆G = ∆sch ∪∆err, where

• ∆sch = {q o−→ qδ, qδ
xsch∈[0,D]?−−−−−−−−→ q′ | δ = (q, o, q′) ∈ ∆(A)}.

• ∆err = {q xsch∈(D,+∞)?−−−−−−−−−−→ qerr | q ∈ Q(A) ∪Q∆}.

Given a finite set of handler specifications H , a priority policy is described
by a relation ≺ on H . For instance, the most common policy is fixed priority
strategy (FPS), where ≺ is a strict partial order (irreflexive, asymmetric and
transitive). An interrupt controller Sch(H ,≺) with ≺ as a FPS is defined by a
nested timed automaton (T,A0,∆) over a set of input symbols Σ where,

– Σ = {ComingP | for each P ∈H }.
– T = {Guarded(P ) | for each P ∈ H } ∪ {Aidle}, where Aidle is a singleton

timed automaton without any transitions.
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– A0 = Aidle.
– ∆ is defined by ∆idle ∪∆push ∪∆pop ∪∆internal, where

• ∆idle = {Aidle
ComingP ,push
−−−−−−−−→ A | ∀P ∈H ,A = guarded(P )}.

• ∆push = {A
ComingP ′ ,push−−−−−−−−−→ A′ | ∀P, P ′ ∈H , P ≺ P ′∧A = guarded(P )∧

A′ = guarded(P ′)}.
• ∆pop = {A pop−−→ ε | ∀P ∈H ,A = guarded(P )}.
• ∆internal = {A

ComingP ′ ,internal−−−−−−−−−−−→ A′ | ∀P, P ′ ∈H , P ̸≺ P ′∧P ̸≻ P ′∧A =
guarded(P ) ∧ A′ = guarded(P ′)}.

After performing parallel composition with a TA as an environment, we are
allowed to check the deadline of each interrupt handler Pi through the reacha-
bility problem on the error location in Guarded(Pi), considering the fact that a
finite number of interrupt handlers are effectively invoked.

6 Related Work

After TAs [1] had been proposed, lots of researches were intended timed
context switches. TPDAs were firstly proposed in [2], which enjoys decidability of
reachability problem. Dang proved in [13] the decidability of binary reachability
(i.e., the set of all pairs of configurations such that one can reach the other)
of TPDAs. All clocks in TPDAs were treated globally, which were not effected
when the context switches.

Our model relied heavily on a recent significant result, named dense timed
pushdown automata (DTPDAs) [3]. The difference between DTPDAs and Ne-
TAs was the hierarchical feature. In NeTAs, a finite set of local clocks were
pushed into the stack at the same time. When a pop action happens, the val-
ues of clocks belonging to popped TA were popped simultaneously and reused.
This feature eased much for modelling the behavior of time-aware software. In
DTPDAs, local clocks must be dealt within some proper bookkeeping process,
which was not essential part of the analysis. In [14], a discrete version of DTP-
DAs, named discrete timed pushdown automata was introduced, where time was
incremented in discrete steps and thus the ages of clocks and stack symbols are
in the natural numbers. This made the reachability problem much simpler, and
easier for efficient implementation.

Based on recursive state machines [15], two similar timed extensions, timed
recursive state machines (TRSMs) [5] and recursive timed automata (RTAs) [4],
were given independently. In these models, contexts were explicitly defined. Fi-
nite number of clocks was distinguished into two categories, call-by-reference
and call-by-value. When entering a fresh context, clock values were stored in
the stack. After popping, the values of call-by-reference clocks were unaltered,
while the values of call-by-value ones restored to the previous value from the
stack. When either all of clocks or none of them were call-by-reference, the state
reachability problem was decidable. The main differences from NeTAs were, the
two models had no stack time-update during progress transitions, and the num-
ber of clocks was essentially finite. The hierarchical timed automata (HTAs) [16]
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kept the similar structure of clocks, where only a bounded number of levels were
treated, while NeTAs treated an unbounded number of levels.

The class of extended timed pushdown automata (ETPDAs) was proposed
in [5]. An ETPDA was a pushdown automaton enriched with a set of clocks,
with an additional stack used to store/restore clock valuations. Two stacks were
independently. ETPDAs have the same expressiveness with TRTMs via weak
timed bisimulation. The reachability problem of ETPDAs was undecidable, while
the decidability held with a syntactic restriction on the stack.

Controller automata (CAs) [17, 10], was proposed to analyze interrupts. In
a CA, a TA was assigned to each state. A TA at a state may be preempted by
another state by a labeled transition. The number of clocks of CAs were finite,
and thus when existing preemption loop, only the newest timed context were
kept. Given a strict partial order over states, an ordered controller automaton
was able to be faithfully encoded into a TA, and thus safety property of the
restrictive version was preserved.

The updatable timed automata (UTAs) [7] proposed the possibility of up-
dating the clocks in a more elaborate way, where the value of a clock could be
reassigned to a basic arithmetic computation result of values of other clocks.
The paper gave undecidability and decidability results for several specific cases.
The expressiveness of the UTAs was also investigated. UTAs raised up another
way to accumulate time when timed context switches, and thus updatable timed
pushdown automata (UTPDAs) could be an interesting extension.

7 Conclusion

This paper proposed a timed model called nested timed automata (NeTAs).
An NeTA was a pushdown system with a finite set of TAs as stack symbols. All
clocks in the stack elapse uniformly, capable to model the timed behavior of the
suspended components in the stack. The safety property of NeTAs was shown to
be decidable by encoding NeTAs to DTPDAs. As an example of its application,
behavior of multi-level interrupt handling is concisely modelled and its deadline
analysis is encoded as a safety property.

We are planning to develop a tool based on NeTAs. Instead of general NeTAs,
we will restrict a class such that a pop action occurs only with an integer-valued
age. We expect this subclass of NeTAs can be encoded into updatable TPDAs
(without local age), which would be more efficiently implemented.
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A Parallel Composition with Timed Automata

Assuming a nested timed automaton N = (T,A0,∇) and a timed automaton
A = (Q, q0, F,X,∆) are running concurrently over a shared finite set of actions
Σ. Στ = Σ∪{τ}, where τ stands for a silent action. Transition of a nested timed
automaton is redefined by ∇ ⊆ T ×Στ ×P× (T ∪{ε}). A rule (Ai, a, Φ,Aj) ∈ ∇
is written as Ai

a,Φ−−→ Aj , where a is an action and Φ ∈ {push, pop, internal}.
Similarly, Transition of an TA is defined by ∆ ⊆ Q × Στ × O × Q. A rule

(qi, a, ϕ, qj) ∈ ∆ is written as qi
a,ϕ−−→ qj . We usually omit a when a = τ .

Definition 10 (Semantics of parallel Composition of NeTA and TA).
Given a nested timed automaton N = (T,A0,∇) and a timed automaton A =
(Q, q0, F,X,∆) a finite set of actions Σ, a configuration of parallel composition
N∥A is a tuple (q, ν, c), where q ∈ Q is a control location, ν is a clock valuation
on X, and c is stack that belongs to configurations of N . The transition relation
of N∥A is represented as,

– Progress transitions: (q, ν, c)
t−→P (q, ν + t, c+ t).

– Discrete transitions: (q, ν, c)
a,ϕ−−→P (q′, ν′, c′) is defined as a union of the

following kinds of transition relations,

• TA-movement (q, ν, c)
τ,ϕ−−→P (q′, ν′, c), if (q, ν)

τ,ϕ−−→A (q′, ν′).

• NeTA-intra-movement (q, ν, c)
τ,ϕ−−→P (q, ν, c′), if c

τ,ϕ−−→N c′.

• NeTA-inter-movement (q, ν, c)
τ,Φ−−→P (q, ν, c′), if c

τ,Φ−−→N c′, where
Φ ∈ {push, pop, internal}.

• Push-synchronization (q, ν, c)
τ,ϕ,push−−−−−→P (q′, ν′, c′), if (q, ν)

a,ϕ−−→A

(q′, ν′) and c
a,push−−−−→N c′.

• Internal-synchronization (q, ν, c)
τ,ϕ,internal−−−−−−−−→P (q′, ν′, c′), if (q, ν)

a,ϕ−−→A

(q′, ν′) and c
a,internal−−−−−−−→N c′.

Note that there are no pop synchronization in the transitions.

B A Proof of the Lemma 1

Lemma 1. Given an NeTA N , its encoding E(N ), and configurations c, c′ of
N .

– (Preservation) if c −→ c′, then JcK ↪−→∗ Jc′K;
– (Reflection) if JcK ↪−→∗ κ,

1. there exists c′ such that κ = Jc′K and c −→∗ c′, or
2. κ is not an encoded configuration, and there exists c′ such that κ ↪−→∗Jc′K by discrete transitions (of E(N )) and c −→∗ c′.

Proof. Let c = ⟨A1, q1, ν1⟩⟨A2, q2, ν2⟩ . . . ⟨An, qn, νn⟩. Then, JcK = (q1, w(ct), ν(c)).
For preservation part, By case analysis of c ↪−→ c′.
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1. Progress transition: c
t−→N c′ = c+ t and by definition.

2. Intra-action: c
d−→N c′ = ⟨A1, q

′
1, ν
′
1⟩⟨A2, q2, ν2⟩ . . . ⟨Am, qm, νm⟩. ThenJcK d−→D Jc′K.

3. Push: c
push−−−→N c′ = ⟨Aj , q0(Aj), ν0(Aj)⟩c if A1

push−−−→ Aj .

JcK = (q1, w(ctl), ν(c))
push(q1,d)−−−−−−−→ push(x1

1,x
1
1)−−−−−−−−→ · · ·

push(x1
m1

,x1
m1

)
−−−−−−−−−−→

ϵ−→ (rj1, w(c), ν(c))
xj
1←[0,0]
−−−−−→ · · ·

xj
mj
←[0,0]

−−−−−−−→
ϵ−→ (tj , w(c), ν(⟨Aj , q0(Aj), ν0(Aj)⟩)c)

xj
1∈[0,0]?−−−−−−→ Jc′K

4. Pop: c
pop−−→N c′ = ⟨A2, q2, ν2⟩ . . . ⟨An, qn, νn⟩ if A1

pop−→ ϵ. Then q1 must be
in F (A1). JcK = (q1, w(ctl), ν(c))

ϵ−→ (o, w(ctl), ν(c))
pop(x1

1,x
1
1)−−−−−−−→ · · ·

pop(x1
m1

,x1
m1

)
−−−−−−−−−→ pop(q1,d)−−−−−−→ Jc′K

5. Inter-action: c
internal−−−−−→N c′ = ⟨Aj , q0(Aj), ν0(Aj)⟩⟨A2, q2, ν2⟩ . . . ⟨An, qn, νn⟩

if A1
internal−−−−−→ Aj . Then q1 must be in F (A1).

JcK = (q1, w(ctl)
ϵ−→ (rj1, w(ctl), ν(ch))

xj
1←[0,0]
−−−−−→ · · ·

xj
mj
←[0,0]

−−−−−−−→
ϵ−→ (tj , w(c), ν(⟨Aj , q0(Aj), ν0(Aj)⟩)ctl)

xj
1∈[0,0]?−−−−−−→ Jc′K

For reflection part, by induction on the steps of ↪−→∗. Note that an encoded
configuration always has a state in SN .

Base step: Consider the cases of JcK ↪−→ κ:

1. Progress transition If JcK t−→D κ, then κ = (q1, w(ctl) + t, ν(c) + t) =

(qi, w(ctl + t), ν(c+ t)) = Jc+ tK. Thus we have c
t−→N c+ t.

2. Local If JcK d−→D κ for pi
ϕ→ p′i being a transition in A1, then κ =

(q′1, w(ctl), ν1) = J⟨A1, q
′
1, ν1⟩ctlK. We have c

d−→N ⟨A1, q
′
1, ν1⟩ctl.

3. The cases for Push and Pop are similar, here we show only push.

If JcK push(q1,d)−−−−−−−→ κ, then there exists a ruleA1
push−−−→ Aj for some j. By the en-

coding, we have κ = (p1,j1 , ⟨q1, d⟩w(ctl), ν(c)), which is not an encoded config-
uration. However, κ ↪−→∗ ⟨q0(Aj), w(c), ν

′) where ν′(x) = 0 for x ∈ X(Aj),

and ν′(x) = ν(c)(x), otherwise. Thus c
push−−−→N ⟨Aj , q0(Aj), ν0(X(Aj))⟩c,

κ ↪−→∗ J⟨Aj , q0(Aj), ν0(X(Aj))⟩cK and during the transition no intermedi-
ate transitions become encoded configurations.

Induction step: Assume JcK ↪−→∗ κ′ ↪−→ κ. The transitions in E(N ) JcK is
finer than that of c, and there are five cases of κ′.

1. Original κ′ = (qi, w(c
′), ν) for some ν and some i s.t. qi ∈ Q(Ai). κ

′ is
an encoding configuration and by induction hypothesis κ′ = Jc′K. Then the
proof is similar to the base step.
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2. Intermediate-Push κ′ = (pi,jk , ⟨xi
k−1, tk−1⟩ · · · ⟨xi

1, t1⟩⟨qi, 0⟩w(c′′), ν) for some
k ≤ mi +1, ν, and some c′′. By induction hypothesis, we have discrete tran-
sitions κ′ ↪−→↪−→∗ Jc′K and c −→∗ c′. The transition κ′ ↪−→ κ is either the
discrete transition κ′ ↪−→ κ1 = κ (a discrete transition from pi,jk is determin-

istic), or the progress transition κ′
t−→D κ for some t ∈ R≥0. The first case is

easy. In the second case, assume

κ′
t−→D κ = κ′+t = (pi,jk , ⟨xi

k−1, tk−1+t⟩ · · · ⟨xi
1, t1+t⟩⟨qi, d+t⟩(w(c′′)+t), ν+t).

Since each discrete transition starting from a state in Sinter∪{o} is determin-
istic and commutes with a progress transition, we have κ = κ′ + t ↪−→↪−→∗Jc′h(c′tl + t)K and c −→∗ t−→N

push−−−→N c′h(c
′
tl + t).

3. Intermediate-Assignment κ′ = (rjk, w(c
′′), ν) for some c′′ and ν; By in-

duction hypothesis, there exist κ′ ↪−→∗ Jc′K and c −→∗ c′ such that c′ = c′hc
′′.

κ′ ↪−→ κ is either a discrete transition κ′ ↪−→ κ′1 = κ or a progress transition.
Let

κ′
t−→D κ = κ′ + t = (rjk, w(c

′′) + t, ν + t).

4. Intermediate-Test κ′ = (tj , wc′ , ν). This case is similar to Assignment
case.

5. Intermediate-Pop κ′ = (o, ⟨xj
k, tk⟩ · · · ⟨x

j
1, t1⟩⟨qj , d⟩wc′ , ν) with xj

k, · · · , x
j
1 ∈

X(Aj) and qj ∈ Q(Aj). This case is similar to Push case.


