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Abstract—Multimedia applications are more and more widely used today. Internet will become the dominant distribution media for radio and television. In order to offer the same quality provided by classic broadcasting equipment, the real-time requirements of multimedia applications must be met by the network. Therefore, the need to accurately measure their performance and its dependence on network conditions emerged with urgency.

We focused our study on two multimedia applications: voice over IP (or Internet telephony) and video streaming. The user-perceived quality of the voice or video signals is influenced by the amount of quality degradation at network level. We experimentally determined this dependency by using a network emulator and a monitoring system that we designed and implemented.

I. INTRODUCTION

Multimedia applications are the class of network applications with real-time requirements that is currently the most widely deployed over the Internet. In addition, personal computer and consumer technology analysts consider that the Web is to become an increasingly dominant distribution method for movies and television (see, for example, [3]). The non-negligible requirements of such applications in terms of network conditions lead to a wider recognition of the issues related to Quality of Service (QoS). We consider QoS to be the fidelity of a system’s observable behaviour to expectations: one can only assess quality by comparing the result of a measurement with the expected value for that measurement. Determining the performance characteristics of a network system is the first step in understanding the application-level behaviour. This must be followed by an evaluation of the user-perceived quality (UPQ) for that particular application, and the establishment of the relationship with the measured QoS parameters.

All network applications require a minimum QoS level in order to run according to user expectations [4], [5]. Network elements along the path cause degradation that accumulates. There is a maximum end-to-end quality degradation (denoted by $\Delta Q$) within which the network must deliver the application traffic for it to run in a satisfactory manner. The number of systems designed to correlate the quality differentiation provisioned by networks with the UPQ for specific applications is reduced. Knowing the requirements of multimedia applications such as Voice over IP (VoIP) or video streaming allows predicting whether a certain connection is valid for this particular type of real-time applications, and what will be the perceived quality for that application.

A key issue in the context of UPQ assessment is the understanding of the fact that network environments perturb application behavior by delaying and dropping application traffic. Networks are therefore degraded environments, and quality degradation in the network is reflected in the quality of the voice or video signal, as it is perceived by the user.

There are three steps to take in order to assess application UPQ: (i) observe the application behavior at the end-node level, (ii) accurately measure the quality degradation experienced by the application traffic and (iii) correlate the above. A general setup is depicted in Figure 1.

![Figure 1. Observing end-to-end application performance, and measuring the quality degradation in the network.](image)

Scientific method requires the use of objective metrics to perform both the network and application-level performance assessments. In case of network quality degradation there is already a series of widely-used metrics [12], [19]: one-way delay [1], one-way packet loss [2] and throughput. However, when application performance must be determined, each application class requires the definition of specific metrics that take into account the nature of that application. For example, for VoIP one can use the Perceptual Evaluation of Speech Quality...
(PESQ) score [14]. However there is no standardization to date concerning video applications. The next section will present the current status in this area.

A. State of the art for video quality assessment

For the quantification of the quality of a video sequence, there are two types of metrics: subjective and objective. Subjective video quality measurements are time consuming and must meet complex requirements (see the ITU-T recommendations [7], [15], [8], [13]) regarding the conditions of the experiments, such as viewing distance and room lighting.

On the other hand the objective metrics can be implemented as algorithms and are human-error free. They are either based on models of the human-vision system or on distance measures, such as the Root Mean Square Error (RMSE) or the Peak Signal-to-Noise Ratio (PSNR). However these simple measures do not capture the user-perceived degradation in the video signal. Image attributes like sharpness and colorfulness should be taken into account [26], [25] for that purpose.

The UPQ metrics can also be with reference, when the sequence at receiver is compared to the original sequence at transmitter, or without reference, when only the sequence at receiver is analyzed.

The Video Quality Experts Group (VQEG) reported on the perceptual video quality measurement algorithms [23]. A survey of video-quality metrics based on models of the human vision system can be found in [6]. Several no-reference blockiness metrics are studied and compared in [27]. Most of the existing metrics for the video quality quantify the degradation introduced by the compression algorithm itself or due to the frame rate that is used. There are no metrics or studies that objectively assess the degradation in video quality caused by the packet loss at network level. Therefore we proposed a set of UPQ metrics for video applications that take into account particularly this aspect.

II. UPQ METRICS FOR VIDEO APPLICATIONS

The metrics we used for the assessment of the performance of video-streaming applications are described in detail in [17]. The two objective metrics are reference-based, i.e. the original and the degraded video sequences are compared in order to assess the perceptual degradation that occurred.

The number of altered video frames (NAF) indicates how many frames—from the ones received and rendered—are affected by impairments. The number of dropped video frames (NDF) represents the difference between the number of frames in the original video sequence at transmitter (server) and the number of video frames that are effectively rendered at the receiver end (client). This number indicates how many frames are missing at receiver when the MPEG video stream was incomplete because of packet loss in the network.

Note that these metrics are not independent. A larger packet loss in the network may lead to a smaller number of altered frames being received, since some of them are lost completely; a smaller NAF in this case doesn’t of course mean an improvement in quality. To cope with this phenomenon we summed the aforementioned metrics as the total number of affected video frames (TNAF), i.e. the frames that are dropped or altered.

III. EXPERIMENTAL RESULTS

The multimedia applications we focused on are VoIP and video streaming. This section presents the experimental setup and representative results for each of the applications.

A. Test setup

The setup we used to perform these experiments is generic, i.e. it can be used to assess the performance of any network application. The detailed description of our monitoring system can be found in [4]. We remind here the basic facts.

We mirror the traffic on the link between two PCs that run the network application under study using FastEthernet taps. This traffic is fed into programmable Alteon UTP network cards (NICs). From each packet the information required for the computation of the network QoS parameters is extracted and stored in the local memory as packet descriptors. The host PCs, which control the programmable NICs, periodically collect this information and store it in descriptor files. This data is then used to compute off-line the following network QoS parameters: one-way delay and jitter, packet loss and throughput. We can calculate instantaneous or average values, and various histograms.

![Experimental setup.](image-url)
so as to accurately measure the quality degradation in the network. The block “UPQ Meter” is application-dependent and makes it possible to assess the UPQ for the particular application under study.

We modified the source code of both multimedia applications that we studied in order to enable the clients to save the audio and the video sequence received. This allowed us to quantify the degradation that occurred at user level in an objective manner.

### B. VoIP

VoIP is a widely-used interactive network application. The bandwidth requirements of speech transmission are low (64 kb/s voice data maximum), but interactivity implies high sensitivity to delay and jitter. We haven’t studied the influence of one-way delay on VoIP UPQ because these requirements are generally known [16], [21]: a mouth-to-ear delay of up to 150 ms gives good interactivity, a delay between 150 and 400 ms is acceptable, and delays higher than 400 ms are unacceptable. Therefore we performed only uni-directional tests, which focus on the perceived quality of the speech itself depending on packet loss and jitter. In each case the UPQ was determined by means of the PESQ score [14]; for its computation we used an implementation supplied by Malden Electronics Ltd. [18].

In our tests with VoIP we used a freeware application, namely Speak Freely version 7.6a [24]. The application doesn’t do any of the following: silence suppression, re-ordering of out-of-order packets, packet loss concealment. We used a de-jittering buffer of 80 ms. We present here a study of the region with loss rates between 0 and 15% and average jitter values ranging from 0 to 75 ms, since quality becomes unacceptable within these boundaries already. Five series of tests were run for each codec in order to collect the data used for the results shown below. A detailed description of the test conditions is available in the technical report [5].

The four codecs we performed experiments with are: G.711, G.726, GSM and G.729. The G.711 codec [9] sends data at 8 kHz with 8 bits per sample, resulting in a data rate of 64 kb/s. The sound is in PCM format, encoded using the μ-law. The G.726 codec [10] converts a 64 kb/s μ-law or A-law PCM channel to and from 40, 32, 24 or 16 kb/s channels. In our application only the 32 kb/s encoding is available. The GSM (Global System for Mobile telecommunications) codec [20] uses linear predictive coding (LPC) to compress speech data at 13 kb/s. The G.729 codec [11] is frequently used for VoIP communication. It sends data at 8 kb/s using conjugate-structure algebraic-code-excited linear-prediction (CSACELP).

The results on G.711 were previously presented in [5], but further experiments allowed us to realize a comparison with the low bit-rate codecs that we studied subsequently; this comparison is presented next.

The basic characteristics of the codecs we used are summarized in Table I: transmission rates (VoIP data rate, network rate and packet rate), as well as network packet sizes, when using RTP as a transport protocol are provided.

<table>
<thead>
<tr>
<th>Codec</th>
<th>Data rate [kb/s]</th>
<th>Packet size [bytes]</th>
<th>Network rate [kb/s]</th>
<th>Packet rate [packets/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>G.711</td>
<td>64</td>
<td>257</td>
<td>75.6</td>
<td>25</td>
</tr>
<tr>
<td>G.726</td>
<td>32</td>
<td>382</td>
<td>38.2</td>
<td>12.5</td>
</tr>
<tr>
<td>GSM</td>
<td>13</td>
<td>190</td>
<td>19</td>
<td>12.5</td>
</tr>
<tr>
<td>G.729</td>
<td>8</td>
<td>170</td>
<td>17</td>
<td>12.5</td>
</tr>
</tbody>
</table>

**TABLE I**

**Codec characteristics.**

According to [22] the relationship between PESQ scores and audio quality is the following: (i) PESQ scores between 3 and 4.5 mean acceptable perceived quality, with 3.8 being the PSTN\(^1\) threshold—this will be termed as *good quality*; (ii) values between 2 and 3 indicate that effort is required for understanding the meaning of the voice signal—this will be named *low quality*; (iii) scores less than 2 signify that the degradation rendered the communication impossible, therefore the quality is *unacceptable*.

Based on this information the figures 3 to 6 show for each codec the boundaries on QoS parameters that must be enforced in order to attain a certain quality level. For example, G.711 provides good quality as long as loss rate is below 4% and average jitter doesn’t exceed 30 ms. The same codec will provide low but acceptable quality if loss rates are roughly between 4 and 14% and jitter is between 30 and 45 ms. Outside these bounds the quality will be unacceptable. Note that G.711 is the only codec amongst those tested that also provides very good (PSTN) quality.

A general conclusion is that the codec G.711 performs better than the other codecs as long as network conditions are good (loss rate smaller than 3% and jitter below 20 ms). The codec G.726 gives better results than the GSM codec in the entire range of loss rates and jitter that we have studied, at the expense of a transmission rate that is 2.5 times larger. However their behaviour under the influences of loss and jitter are similar. G.729 seems to be the most robust codec in the range of network conditions under study. It provides almost the same perceived quality (always within the bounds of “low” quality) throughout almost 90% of the loss-jitter space. A decrease only slightly larger than 1.5 is observed from zero loss, zero jitter conditions to a loss of 15% and a jitter of 75 ms, which is considerably better than what the other codecs offer.

\(^1\)Public Switched Telephone Network.

---

1. This implies high sensitivity to delay and jitter. We haven’t studied the influence of one-way delay on VoIP UPQ because these requirements are generally known [16], [21]: a mouth-to-ear delay of up to 150 ms gives good interactivity, a delay between 150 and 400 ms is acceptable, and delays higher than 400 ms are unacceptable. Therefore we performed only uni-directional tests, which focus on the perceived quality of the speech itself depending on packet loss and jitter. In each case the UPQ was determined by means of the PESQ score [14]; for its computation we used an implementation supplied by Malden Electronics Ltd. [18].
Tables II and III show a codec comparison from the point of view of PESQ score thresholds. We classify here the codecs based on the coverage of the area corresponding to a certain quality level with respect to the area of the studied loss-jitter space. In what follows we present two such classifications, one for the area of at least good quality (PESQ scores larger or equal to 3) and one for the area of at least low quality (PESQ scores larger or equal to 2). In these tables codec performance diminishes from the top to the bottom row. Note however that this classification doesn’t take into account the bit-rates of each codec, which are also important when making the trade-off between perceived quality and network utilization efficiency.

For demanding users that require at least good quality of the speech signal, one can choose the codec based on table II. Less demanding users, for which low quality is sufficient, can use VoIP in a wider range of network conditions, by choosing the appropriate codec from table III.

<table>
<thead>
<tr>
<th>Codec</th>
<th>Good quality coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>G.729</td>
<td>10.48%</td>
</tr>
<tr>
<td>G.726</td>
<td>9.62%</td>
</tr>
<tr>
<td>G.711</td>
<td>9.00%</td>
</tr>
<tr>
<td>GSM</td>
<td>5.06%</td>
</tr>
</tbody>
</table>

TABLE II
CODEC CLASSIFICATION BASED ON GOOD QUALITY COVERAGE.

Note that the codec G.729 is on the first position in both tables, meaning that it performs best in our study. Given that it is also the codec with the lowest bit-rate, we consider it as the codec of choice in almost any situation.
C. Video streaming

For video streaming tests the only network parameter that was varied was packet loss. Using the network emulator packet loss was introduced only in the server-client direction, on the direction of the video data flow. Packet loss values ranged from 0 to 1%.

We used two standard MPEG-4 video sequences for testing: “football” and “train”. These video sequences are 10 second long, with 250 frames of 320x240 pixels, resulting in an average transmission rate of approximately 1 Mb/s.

An example of altered MPEG-4 video frame from the “football” video sequence is presented in Figure 7. Note that the degradation of the video frame occurs mainly in the regions involving moving objects.

![Degraded video frame from the “football” video sequence.](image)

Figure 7. Degraded video frame from the “football” video sequence.

Figure 8 shows the percentage of altered frames, and Figure 9 the percentage of dropped frames as function of packet loss for the two video sequences.

The decreased number of altered frames when the loss rate is larger than 0.8% (see Figure 8, the “train” sequence) is the consequence of a larger number of dropped video frames. This is an indication of the fact that some frames are completely lost or that they are so severely degraded frames that the system can no longer render them.

To prevent a misleading reading of the figures above, we used the third metric, TNAF, and plotted the total number of affected video frames as a function of packet loss at network level. The monotonic increase of TNAF can be observed in Figure 10. In this figure one can observe, for example, that dropping 0.6% of the packets at network level affects 60% of the video frames. This shows how vulnerable to packet loss an MPEG-4 video streaming application is. Note that video frames in MPEG-4 encoding are of three categories, and the effects of losing a frame from a category is different, as follows. Losing one packet containing the information of an I (intra) frame from the MPEG-4 stream implies the degradation of all the following P (predictive) or B (bi-directional predictive) frames. Altering the information of a P frame implies only the degradation of another adjacent frame. Altered B frames do not cause the degradation of other video frames.

IV. CONCLUSIONS

The work we carried out quantifies the dependency that exists between network conditions and perceptual quality network communication applications in an objective manner. In this paper we focused on two multimedia
applications: VoIP and MPEG-4 video streaming. We used the ITU-T PESQ score for VoIP UPQ and two objective reference-based metrics for the user-perceived quality of video sequences.

According to our study the codec G.729 appears to perform the best, providing good or acceptable quality for a wide range of network conditions, at the lowest bit rate. For MPEG-4 video streaming applications, the packet loss has a strong influence on the quality of the video signal. Loss percentages larger than 1% lead to unacceptable quality of the received video signal, or even to application failure.

The system we designed and implemented makes it possible to accurately measure network quality degradation, and objectively assess application UPQ in parallel. This permits to experimentally determine the dependence of UPQ on network quality degradation for any application.
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