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Abstract—Recent studies have shown that a class
of vector-space models of words has a potential to
perform analogical inference at human-level. In these
models, the analogical relationship is captured by some
vector operations, and the performance of the infer-
ence depends on the choice of the operation. In this
study, we extend the vector operations proposed in the
past study by adaptively tuning the weghts of word
vectors. With the proposed method, we obtained some
substantial improvement in the analogical inferences.
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1 Introduction

In the field of natural language processing (NLP), it
is important to represent words in a meaningful man-
ner. In order to conduct any task such as sentiment
analysis or machine translation, one needs some kind
of similarity measure between linguistic entities. One
effective way to define similarities between words is to
represent each word to be a point in a high-dimensional
(Euclidean) space, so that the distribution of words in
the space reflects statistical property of words (e.g.,
co-occurrence probability) present in the corpus. In
such models, typically distance between word-points
in the space is supposed to reflect some kind of rela-
tionship among words. This class of models is called
vector-space model (VSM) or word embedding.
The four-word analogical inference task has been

used as a standard benchmark test for the word rep-
resentation models. In the task, one is given a triplet
of words in the form (man : woman :: king : x), and
is asked to answer the missing fourth word x. In the
VSM, the model answers the fourth word by apply-
ing some similarity operator to the given triplet of the
three words for each question.
Mikolov et al. [6, 5] has proposed a simple method

for solving the analogy task and showed that their
models (Skip-gram and Continuous Bag of Words, in
comibination known as word2vec) perform the task
surprisingly well, beating previous models by large
margin. Mikolov et al’s method is to employ a co-
sine similarity between an additive operation on the
vectors of three words and of the candidate word, se-
lecting a vector which is most similar in the measure
(more details in the next section). Improving on this
method, Levy and Goldberg [3] has proposed a method
based on a multipilicative operation, which achieves
the state-of-the-art performance for the task [4].
Both methods are based only on the similarity of

word vectors in the given space. We present a novel
supervised-learning method for making analogical in-

ference by adaptively weighting dimensions in favor
of a given set of words in an analogical relationship.
Our experiment showed significant increase in accu-
racy over both methods mentioned above.

2 Analogy and vector-space models

Skip-gram is one of well-studied models of word em-
bedding. Since in this paper we test our methods
specifically on the word vectors learned through this
model, here we briefly introduce how Skip-gram learns
the vector representation of words.

Skip-gram is a single-layer neural network model,
which takes a word vector (represented as one-hot vec-
tor) as input and tries to maximize the prediction ac-
curacy in output layer for the words around the in-
put word in the corpus. The model optimizes vector
representation vj so that it maximizes the conditional
probability of tth word given the other words occurring
within the time window of size c:
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T

T∑
t=1

∑
−c≤j≤c,j ̸=0

logP (vt+j |vt),

where the the probability function P is given by the
soft-max function of cosine similarity of given words.

2.1 Analogical inference in VSM

A straightforward method for solving the analogical
inference task is the one given by Mikolov et al. [6, 5].

f(va, vb, vc) = arg max
vd ̸∈{va,vb,vc}

(cos(vc − va + vb, vd)) (1)

The method takes the offset of given word vectors and
find the word vector which has the highest cosine sim-
ilarity to the offset term. Levy and Goldberg [3] pro-
posed another method to solve the analogy task:

f(va, vb, vc) = arg max
vd ̸∈{va,vb,vc}

cos(vb, vd) cos(vc, vd)

cos(va, vd)
(2)

The method has currently the best accuracy in analogy
tasks[4]. Both methods are based on the idea that to
get the desired result for analogy task, make the vc
vector as far from va and as near to the vb. Using the
same example as above, make the vking vector as far
from vman and as near to vwoman.

3 Adaptive weighting of dimensions preserv-
ing the analogical relationship

Our method utilizes the supervised learning to se-
lect a subspace in which analogical inference is more
accurate for a given test set. We define the analogical



inference function as follows:

gM1,M2(va, vb, vc) =

arg max
vd ̸∈{va,vb,vc}

(cos(M1vc −M1va +M2vb,M2vd)) (3)

Here Mi is some linear transformation. The formula-
tion can be viewed as a generalized version of method
(1), since if we take M1 = M2 = I, where I is identity
matrix, (3) corrresponds exactly to (1). The impor-
tant part of our method is the selection process of Mi,
since arbitrarily selecting Mi doesn’t make analogical
inference more accurate.
Before explaining our selection process, let us state

some preriliminaries. First, a large number of word
vectors learned through Skip-gram take values near
zero, and fewer words take large values in the same
dimension. As only one word is the “correct” answer
in any analogy task, the vast majority of other words
is a “noise”. The empirical distribution of this “noise”
words in a particular dimension follows an exponential
distribution. Therefore, a rule of thumb derived from
this observation is to choose some dimensions on which
many words in the test set have larger absolute values.
Secondly, we choose some subspace in which the

words in the test set form the “analogical relation-
ship” which the analogy inference function (3) will
identify as the answer. For D dimensional vector
space of N words, let V0 ∈ RK×D be a matrix of
K words, in which each row has a word vector of
some category, such as man and king (“male” ma-
trix), and let V1 ∈ RK×D be a matrix paired with
V0, in which ith row has a vector corresponding ith

row in V0, such as woman and queen (“female” ma-
trix). Then, for the model applying the function (3),
the dimension j which has smaller error ϵj defined as
ϵj = ∥V0,j −V1,j + 1Kc⊤∥, is more preferable, where
c ∈ RD is some translation vector minimizing ϵj with
respect to c, and 1K ∈ RK is the vector with its all el-
ements being 1. Taking a subspace of dimension with
ϵj = 0, the analogy inference of the type (1) exactly
identifies the correct answer for the given triplet.
Summarizing two general preferences to have a bet-

ter vector space:

1. choose dimensions in which words in test set have
larger absolute values

2. choose the dimension i in which words in test set
have lower ϵi

Considering the two conditions, we derived a weight
for dimension i below:

wi = emax(|V0,i|)+max(|V1.i|)−ϵ (4)

In (4), max(|V0,i|)+max(|V1.i|) part reflects the con-
dition 1 by taking the maximum of an absolute value
of dimensions for each word, and subtracting ϵ reflects
the condition 2. In the following experiment, we used
the pretrained word vectors [1] which contain three
millions of words with each having 300 dimensions.
As analogy set, we utilized widely used Google test
set[2], which contains 19544 pairs of analogy questions

Figure 1: The inferential accuracy (x-axis) for each
word catgory (y-axis) for each model.

(8,869 semantic and 10,675 syntactic questions). We
calculated weights by (4) and applied weights to 300
dimensions of 300 million word vectors, then obtained
the model answer by (3) with weighted vectors.

4 Results and Discussion
The result of our experiment is shown in Figure 1.

We compared our method with Mikolov et al’s(1) and
Levy and Goldbergs(2) methods by the number of cor-
rectly answered questions divided by number of ques-
tions in a category. Overall, our method improved
analogy accuracy 10-20% compared to both methods.
Accuracies in all questions are shown below.

Mikolov et al[6, 5] Levy and Goldberg[3] Our method
0.736 0.752 0.783

The result shows significant improvement of accu-
racy in both methods using our weight. This implies
that taking a suitable subspace of word vectors is a
promising way to improve analogy performance. Note
that our weight is an approximation of (4), and likely
not to be optimal result. More rigorous derivation of
(4) will provide the better weight.
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