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Abstract. Learning an action from others require to infer their underly-
ing goals, and recent psychological studies have reported behavioral evi-
dences that young children do infer others’ underlying goals by observing
their actions. The goal of the present study is to propose a mechanis-
tic account for how this goal inference is possible by observing others’
actions. For this purpose, we performed a series of simulations in which
two agents control pendulums toward different goals, and analyzed with
which types of features it is possible to infer their different latent goals
and control schemes. Our analysis showed that pointwise dimension, a
type of fractal dimension, of the pendulum movements is sufficiently in-
formative to classify the types of agents. With respect to its invariant
nature, this result suggests that the fine-grained movement patterns such
as the fractal dimension reflect the structure of the underlying control
schemes and goals.

Keywords: imitation learning, goal inference, dynamical systems, pen-
dulum swing-up

1 Introduction

It is crucial for human being as a social being to learn actions by observing
others’ actions. We refer to a sequence of movements with a certain goal or
plan behind it as action [2]. Thus, learning an action includes inference of the
underlying goal or plan as well as production of bodily movements to achieve
the goal inferred. In this study, we exclusively use the term action in the sense
of Bernstein [2], which is a movement controled to solve a certain problem. In
this sense, the actions should be classified by their goals, although movements in
general can be classified by their physical appearence. Beyond mere replication
of movements or mimicking on the basis of apparent similarity, learners need to
infer goals behind actions. Thus, our main question here is how this is possible
with less knowledge on the goals or the actions.

Importantly, inference of the goal of an action does not require complete
knowledge of bodily movements. According to accumulating pieces of empirical
evidence, children as young as 18 month old can infer the goal without observing
the intended outcome of action, with which the goal becomes evident [13, 14]. In



their experiments, the psychologists presented to each infant an incomplete ac-
cidental and/or intentional action performed by an adult and observed response
of the infant. In an experimental condition, children observe a person trying to
get an out-of-reach object he accidentally dropped on the floor – that is an act
repeating the unfulfilled actions. On the other hand, in the control condition,
the person intentionally threw the object on the floor. For their purpose, the
experimenters acted carefully so as not to make apparent difference between the
movements (i.e., “drop” or “throw”) for 18 month old. The psychologists found
that only in the former condition, infants show helping behavior to complete
the unfulfilled action of the person (i.e., the children handed him the object).
This suggests that children can predict what movements follow the adult’s ac-
tion and thus discriminate the difference in intentions behind seemingly similar
movements.

This goal inference underlying actions is a key step toward social learning
from others’ behavior. In this study, we seek for a mechanistic account for goal
or plan inference by observation of unfulfilled actions. There are, however, two
major problems to address the mechanism of the goal inference of actions. First,
the learner may have a different body from the instructor, and thus observation is
never complete and the learner needs to specify missing variables. In theoretical
studies, this problem is often formulated as an inverse problem [9, 8]. In this
formulation, the unobservables are inferred using a generative model (or forward
model) and an assumed optimality principle, and this inferrence goes backward
to the generating process.

Second, a sequence of bodily movements is typically just one of possible
means to achieve a given goal, and thus seemingly different movements may be
similar in terms of a certain type of goals, and vice versa – two very similar
movements may be performed for two different goals. This problem requires to
solve another type of inverse problem, in which the one needs to identify and
differentiate bodily movements according to the goals.

To solve the inverse problem, it is often assumed that the learner knows an
appropriate class of forward models (a generator of bodily movements), which
defines the generative process, from the goal to movements, and allows to esti-
mate a likely model for given observations [9, 8]. Thus, this approach is limited
in learning actions, especially to goal inference from incomplete actions, as in
such cases no or little observations is available for the learner to successfully
infer the hidden goal (e.g., [11, 10, 3]).

To seek for a new theoretical account for goal inference on unfulfilled actions,
as instantiated in the empirical studies [13, 14], we analyze seemingly similar
movements generated to follow different intentions to accomplish a task. In a
prior stage of learning actions, without knowing the goals, learners have to clas-
sify given movements by supposed intentions. Here by the term “intention” we
refer to as a motor control scheme that outputs the motor action for a given bod-
ily state as the input, by which a sequence of bodily movements is generated for
a given initial state. The motor control scheme is constructed by near-optimally
fulfilling a given goal for the actor.



As a first step toward understanding the mechanism how children recognize
the intention behind the other’s actions, we ask the two basic questions:

1. How can we identify multiple seemingly different actions generated by the
same motor control scheme?

2. How can we differentiate multiple seemingly similar actions generated by
two different motor control schemes?

To address these questions, we resorted a computer simulations of the simplest
possible physical body — the classical pendulum swing-up task of one degree-
of-freedom, that can produce seemingly similar movements with different inten-
tions. By identifying the motor control scheme underlying the unfulfilled actions
in a simple physical model, we address the goal inference found in the psycho-
logical studies [13, 14].

2 Simulation

2.1 Rationale

In this study, we idealize and simplify the psychological experimental paradigm
of goal inference reported by [13, 14]. Their goal inference experiments can be
summarized by the two conditions, goal-achieved and/or goal-failed demonstra-
tion. In the goal-achieved demonstration (i.e., intentionally “throw” on the floor),
the demonstration is successful: the demonstrator’s behavior does meet his/her
goal. In the goal-failed demonstration (i.e., accidentally “drop” on the floor),
the demonstration is unsuccessful: the demonstrator’s behavior does not meet
his/her goal, but the resulting movements of the unsuccessful demonstration
(accidentally “drop”) is quite similar to those of the successful demonstration
(intentionally “throw”). At a coarse-grain observation, the movements of the
goal-achieved and goal-failed demonstration look similar (due to the experi-
menters’ careful acts in front of children [13, 14]), but the intended goals are
actually different.

To capture difference in intended goals and similarity in movements of physi-
cal body, our simulation has two agents, goal-achieved (GA) and goal-failed (GF)
agent; each agent goes through two phases, a learning and demonstration phase.
In the learning phase, each agent forms the motor control scheme by learning
to meet a goal given its physical body structure. In the demonstration phase,
each agent shows movements according to the learned motor control scheme. In
our simulation, the types of agents, goal-achieved and goal-failed, are defined
by the consistency of the goals between the learning and demonstration phase.
We set two different goals in the learning phase. The GA agent demonstrates
movements under the same condition as the agent learned his/her motor control.
Thus, the GA agent’s movements in the demonstration phase are supposed to
be the best or closely-optimized to be intended for the given goal in the learn-
ing phase. In contrast, the GF agent demonstrates movements under a different
condition from the one the agent learned his/her motor control. Thus, the GF



agent’s movements in the demonstration phase are supposed to be not the best
or sub-optimal that count as failure or unintended movements. Due to the same
constraint for both GA and GF agents, they show apparently similar movements
with different intentions in the demonstration phase.

How can we discriminate the GA and GF agents, who both show similar
movements, by only observing their movements in the demonstration phase?
Specifically, we choose the pendulum swing-up task, which is one of the simplest
motor control task and has been analyzed in the past studies. The pendulum
model has the control of one degree-of-freedom and two dimensional state space,
that is a minimally sufficient setting we can use to answer our questions. In
the following two sections, we briefly introduce the basic physical model of the
pendulum, and next describe the learning/demonstration phases and the GA/GF
agents in this framework.

2.2 Pendulum swing-up task

Figure 1 (left) depicts a mathematical model of simple pendulum. A simple
pendulum is composed of the rod of length l = 1.0 and the ball of mass m = 1.0.
A state of this pendulum at an instant of time is determined by the rod angle θ
and velocity θ̇. The equation of motion [5] is given by

ml2θ̈ −mgl sin θ = −bθ̇ + u (1)

where g = 9.8 is the gravity constant, b = 0.01 is dumping force (torque), and
u ∈ [−5, 5] is control input (torque) from a control scheme.

Fig. 1. The standard (left) and constrained pendulum (right).

The pendulum swing-up task [11, 5] is originally to design a control scheme
that can swing the pendulum up and hold it at the inverted position given by
θ = 0. We will introduce a modified version of this task in the next section.

In the learning phase, the learner (the demonstrator) is required to learn a
control scheme from experience, without knowing the mechanics of the pendu-
lum. The control scheme is learned using a reinforcement learning technique,
which is described in-depth in Appendix A. A control scheme for this task is
defined by the function u = g(θ, θ̇), which outputs torque u for a given state



(θ, θ̇). The task for the agent in the learning is to construct the function g, which
maximize the reward

∑
t cos(θt) under the condition that the control input is re-

stricted by u ∈ ±5, which prevents the agent from getting the maximum reward
easily. For each trial in the learning phase, the initial position of the pendulum
is set to randomly within θ ∈ ±[π/8, π) and θ̇ = 0.

A characteristic of the simple pendulum is the mechanistic energy that is the
sum of the kinetic energy and the potential energy:

E(θ, θ̇) =
1

2
ml2θ̇2 +mgl(cos θ − 1) (2)

For the pendulum swing-up task, the goal state, holding about the inverted
position given by θ = 0 and θ̇ = 0, is characterized by E(θ, θ̇) = E(0, 0) = 0.
Thus, if the learner knows the pendulum model of his/her task, the control
problem is reduced to adjust the energy E at the moment to be closer to zero
for any (θ, θ̇) [1]. In the simulated learning, instead of applying this knowledge
directly, the agent interatively update their control scheme g by maximizing
the reward

∑
t cos(θt), which is specifically implemented by the reinforcement

learning framework.

2.3 Goal-achieved and Goal-failed agent

To construct the goal-achieved and goal-failed agent, we consider two different
conditions for the learning phase and one condition for the demonstration phase,
which are summarized in Table 1 and depicted in Figure 2. Besides the standard
pendulum introduced in the previous section, we additionally introduce the con-
strained pendulum, Figure 1 (right). The constrained pendulum is the exactly
same as the standard pendulum except for the “wall” (see Figure 1 (right)), that
is, its limitation in the movable angular range (θ ∈ ±π/8) to which the agent
cannot move the pendulum. In addition, the constrained pendulum is limited to
have u = 0 in the range θ ∈ ±π/6.

Table 1. Correspondence to the goal-inference experiment in psychology

Goal-achieved Goal-failed

Reward
∑

t cos θt
∑

t cos θt
Pendulum in Learning Constrained Standard
Pendulum in Demonstration Constrained Constrained
Human experiment Intended action Unfulfilled action

By introducing the constrained pendulum, we made up a clear dissociation
between the learning and demonstration phase of the GF agent, and design both
GA and GF agents move similarly with different their own control schemes.

Specifically, the GA agent learns the motor control scheme with the con-
strained pendulum, and demonstrates movements with it (the left panel of Fig-
ure 2). The GF agent learns the motor control scheme with the standard pen-
dulum, but demonstrates movements with the constrained pendulum (the right



Fig. 2. Simulation design: the goal-achieved (GA) agent learns and demonstrates with
the constrained pendulum (left), the goal-failed (GF) agent learns with the standard
pendulum but demonstrates with the constrained one (right).

panel of Figure 2). Both GA and GF agent learn to maximize the same goal
indicated by the reward

∑
t cos θt, but they control the different pendulums.

Thus, their motor control schemes are different – the GF agent tries to swing
the standard pendulum up to the top most position, which is allowed in his/her
learning phase, but the GA agent tries to swing the constrained pendulum up
to the top-most of the feasible region (Figure 1). In the demonstration with the
constrained pendulum, the GF agent cannot reach the top-most position which
was reachable in only his/her learning phase, while the GA agent can reach the
top most position reachable as well in his/her learning phase. We treat the con-
sistency in the GA agent and inconsistency in the GF agent in their learned
motor control schemes and physical body in the demonstration phase as “in-
tended” and “unfulfilled” action in the human experiment reported by [13, 14]
(i.e., intentionally “throw” and accidentally “drop”).

2.4 Reinforcement learning

To construct motor control scheme g for each agent, we used a reinforcement
learning framework. Reinforcement learning [12] is a framework rooted in behav-
ioral psychology and control theory. The key idea is that in the task environment
in state s, the learner takes an action a, and next, the learner observes the en-
vironment in a new state s′ and receives a reward r from the environment. The
learner continues the task from the new state s′. The goal of learning is to acquire
a control scheme g(a|s) that maximizes the cumulative reward. See Appendix A
for details.



For this pendulum swing-up task, the state transition of the environment is
given by the motion of the pendulum. The learner can partially modify the future
movements of the pendulum by supplying control inputs (i.e., actions taken by
the learner). The reward function for this task must characterize the angular
error from the inverted position. From [5], we adopted cos(θ), which gives the
highest reward cos(θ) = 1 at the inverted position θ = 0 and the lowest reward
cos(θ) = −1 at the hanging-down position θ = ±π. The pendulum swing-up task
is solved successfully after 5000 trials, each consists of 10000 time steps (about
100 seconds).

3 Typical pendulum movements

We generated datasets for the imitator’s task (the demonstration phase in Fig-
ure 2) using motor controls learned in the way of Section 2.4 (the learning phase
in Figure 2). We systematically sampled thirty different initial conditions from
the ranges θ = ±[π/8, π) with the same interval. Below we first show the typical
movements of the standard pendulum and constrained pendulum controlled by
the GA and GF agents. In the next section, we analyze the movements (i.e.,
datasets for the imitator) in place of the imitator to answer the questions.

3.1 Standard pendulum

A typical successful movement of the standard pendulum controlled was started
from a random initial position, and the position of the pendulum was eventually
reached to the inverted position θ = 0 (or θ = 2π) by gradually increasing the
amplitude. The mechanical energy of the pendulum increases together with its
amplitude, until it got charged a sufficient energy to swing up to the inverted
position. Since no constraints here, the agent learned the control scheme with
the standard pendulum can swing up the standard pendulum.

3.2 Constrained pendulums

Figure 3 show typical movements of the constrained pendulums by the goal-
achieved (GA) and goal-failed (GF) agent, respectively. The initial condition
is the same for both the cases in the figure. Unlike the standard pendulum,
the constrained pendulum cannot be swung up to the inverted position, and
the mechanical energy cannot be exactly zero. For the reason of the constraints
added to the pendulum, the mechanical energy reduces near the limits of the
movable range. Recall that the task of the imitator is to decide whether or not
the two movements exposed were generated by the same control scheme. From
Figure 3, it seems that it is uneasy to differentiate the GF agent from the GA
agent behind the movements observable.
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Fig. 3. Constrained pendulum swing-up movements from the same initial condition.
Each figure contains the pendulum angle θ ∈ [0, 2π) and the mechanical energy. Note
that θ = 0 or θ = 2π is the inverted position.

4 Analysis: Discrimination of motor control schemes

Given the simulated movements of the two different agents, here we analyze
them from two perspectives. One is an observer with little knowledge on the
internal parameters of the pendulum, and the other is that with full knowledge
on it. The former ignorant observer only accesses the angle and angular velocity
(θ, θ̇), but the latter knowledgeable observer knows the other physical parame-
ters, such as mass, length, and friction of the pendulum, as well as energy of the
system. A typical imitator, with respect to young children in the goal inference
experiment [13, 14], is supposed an ignorant observer. Thus, to understand the
mechanism to recognize intended or unfulfilled action, the GA and GF agents
should be discriminable from the perspective of the ignorant observer with a
minimal possible access to the actor-specific parameters.

To test whether the minimal accessible feature, the angle and angular velocity
(θ, θ̇), is sufficient to discriminate the type of agents, GA or GF, we performed
classification analysis of the agent types using the features of the demonstrated
movements. Here we consider angle, angular velocity, mechanical energy, fre-
quency spectrum of the angle, and a type of fractal dimensions of the pendulum
position as candidate features for the classification analysis. The mechanical en-
ergy requires knowledge of the physical model of the pendulum, and thus it is
accessible only by the knowledgeable observer.



4.1 Hypothesis

Our working hypothesis is that intention behind the movements would result
in the structural complexity of the motor-controlling system as a whole. In our
simulation, the task in the learning phase is defined by the reward and the phys-
ical constraints on the pendulum. The pair of the reward (objective function)
and the physical constraints (the domain or state space to find the maximum
of the objective function) together forms the motor control scheme through the
reinforcement learning. Thus, the motor control formed as the result of rein-
forcement learning is supposed to reduce unnecessary movements according to
the task. In the other words, the motor control scheme formed for the standard
pendulum is generally not the best choice for the constrained pendulum to max-
imize the reward. This sub-optimality in the motor control scheme is expected
to increase unnecessary movements which does not directly gain the reward.

Specifically, let us consider the GA agent in our simulation. The GA agent
is readily given the wall (inadmissible region in the state space) in the learning
phase, and thus it should avoid hitting the wall but try to stay longer in time
near the wall, at which the agent gains the largest reward value. Namely, the
ideal learning leads a pendulum movement free from the wall (as it never hits
the wall). Thus, we expect that the dynamical system of the GA agent can
be analyzed by the pendulum movements without consideration to the wall.
On the other hand, the GF agent learns the control scheme with the standard
pendulum. As the GF agent finds the best rewarding region of the standard
pendulum in the inadmissible region of the constrained pendulum, its ideally
learned motor control swings up through the potential wall in the constrained
pendulum. In its demonstrating with the constrained pendulum, it is unavoidable
for the GF agent to hit the wall (unintentionally), and the wall comes as one of
key factor in the dynamical system of the GF constrained pendulum. Therefore,
this observation naturally leads the idea that the dynamical system of the GA
agent has lower dimension than that of the GF agent, as the GF dynamical
system has the additional factor, the unexpected wall in the way swinging up,
playing a substantial role forming the dynamics.

4.2 Pointwise dimension

To characterize this type of complexity in the pendulum movements, we analyze
the attractor dimension of the movements treating it as dynamical systems.
Specifically, we exploited a sort of fractal dimension called pointwise dimension
for the classification analysis.

Here, we briefly introduce the basic nature of pointwise dimension. The point-
wise dimension is a type of dimension, which is defined for a small open set or
measure on it including a point in a given set (for the formal definition, see [15,
4]). It is invariant under arbitrary smooth transformation. As it is associated
for each point, we can analyze distribution of pointwise dimension across points
in a set by estimating the pointwise dimension for a set of data points. Infor-
mally speaking, pointwise dimension of a point characterize “degree of freedom”



around the point. With this nature of the pointwise dimension, we expect it to
capture the differences in the motor control scheme reflected by some local dif-
ferences in the pendulum movements. We have developed a statistical technique
to estimate the pointwise dimension for a set of data points [7]. Applying this
technique, each point in the dataset is assigned with a positive value of pointwise
dimension, with which the topological nature around each point is characterized.

Figure 3 shows a representative time series of pendulum angle θ and the me-
chanical energy E for the GA and GF agent in the demonstration. Around 2000
time step, the movements of the pendulums reached to the limit of angular range
θ ∈ ±π/8 with the maximum amplitude, and the mechanical energy reaches at
its maximum. We call the time interval after the mechanical energy reaches at
its maximum stationary period, and the time interval before it transient period.

Figure 4 shows the time series of pointwise dimension for the same dataset
above. The pointwise dimension is estimated for the time-delay coordinate

(xt, xt+1, . . . , xt+9, yt, yt+1, . . . , yt+9)

corresponding time series of the positions (xt, yt) = (sin θt, cos θt).
In the transient period, the pointwise dimension of both GA and GF agent

stay nearly constant (Figure 4). In the stationary period, the GF agent tended to
show larger pointwise dimensions than those in the transient period. In contrast,
the GA agent tended to show smaller pointwise dimensions that those in the
transient period. As theoretically predicted in the previous section, this trends
suggest that the GF pendulum would be described as a dynamical system with
higher dimension than the GA one.

For more detailed inspection of the pointwise dimension, Figure 5 shows
a representative set of the pointwise dimensions as a function of the vertical
positions, cos θ−1, for each of the GA and GF pendulum in the stationary period.
Figure 5 shows that the GA and GF agent can be discriminable by the pointwise
dimensions, especially in the time interval with the higher position. As the high-
position period corresponds with the impact with the wall in the constrained
pendulum, this result suggests that the differences between the GA and GF
agent in the pointwise dimension reflect the dynamical irregularity involving
with the wall.

Hitting the wall generally decreases the mechanical energy, and the agent
needs to regain the energy for the next swing. Thus, this energy loss and regain
is expected to form a periodic dynamics. To visualize this energy oscillation,
we plot the mechanical energy E = U + V , which is the sum of the kinetic U
and the potential energy V , difference between the kinetic and potential energy
∆E = U−V , and the pointwise dimension for each of the GA and GF pendulum
(Figure 6). This figure shows the limit cycle on the (E,∆E) plane, and the
peak of the pointwise dimension in this oscillation corresponds to the period of
the higher mechanical energy E (hitting the wall). We found large changes in
mechanical energy E when ∆E is close to zero and the pendulum ’s hitting
the wall, and these changes are coincident with the higher pointwise dimensions.
This result means that the patterns in pointwise dimension capture the critical
point in the energy dynamics of the pendulums of the GA and GF agent.
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Fig. 4. Time series of pointwise dimensions in the demonstration phase.

4.3 Fourier analysis

Next, we analyzed the power spectrum of the angle time series as an alternative
measure compared with the pointwise dimension. Figure 7 shows the power
spectrums of the GA (green) and GF agent (red) corresponding to the angle
time series shown in Figure 3. This figure shows that both have the peaks at the
nearly same frequency (Hz) with similar magnitude. We also analyzed the other
29 pairs of GA and GF samples with different initial positions, and confirmed
the similar trend with the trend in Figure 7. This result suggests that the types
of agents, the GA or GF, would be difficult to discriminate with the power
spectrum of the angle time series. In the next section, we tested this suggestion
quantitatively (see the next Section 4.4).

4.4 Classification of agent types

Lastly, we performed classification analyses of agent types based on each of
features, which can be derived from the pendulum movements. The performance
in this classification analysis is considered as an indicator how informative for
the imitator to identify the seemingly different movements with different initial
positions and discriminate the GF agent from the GA agent, which can produce
seemingly similar movements with the same initial positions.

Specifically, we performed a two-class classification of the types of agents,
the GA or GF, for each data point using one of features, angle, angle velocity,



Fig. 5. Pointwise dimension as a function of the vertical position, cos θ − 1
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−1.4 −1.2 −1.0 −0.8 −0.6 −0.4
Kinetic + Potential (E)

0

10

20

30

40

Ki
ne

tic
 - 

Po
te

nt
ia

l (
∆
E
)

1.20

1.35

1.50

1.65

1.80

1.95

2.10

2.25

2.40

Po
in

tw
is

e 
di

m
en

si
on

−1.4 −1.2 −1.0 −0.8 −0.6 −0.4
Kinetic + Potential (E)

0

10

20

30

40

Ki
ne

tic
 - 

Po
te

nt
ia

l (
∆
E
)

1.20

1.35

1.50

1.65

1.80

1.95

2.10

2.25

2.40

Po
in

tw
is

e 
di

m
en

si
on

Fig. 6. Pointwise dimension (color map) as a function of E = U +V and ∆E = U −V ,
where U is the kinetic and V is the potential energy. The large change in mechanical
energy E near ∆E = 0 indicates hitting the wall.

mechanical energy, the maximum power of the short interval of time series, and
pointwise dimension. Suppose that the imitator is given a training dataset, con-
sisting of a subset of all 30 time series of one out of these features, in which
each data point is labeled which type of agents, the GA or GF. As our goal
is to numerically test whether the pointwise dimension has significantly high
information to classify the two types of agents, we chose one of well known clas-
sifiers, the Gaussian mixture model. This choice was motivated by its simplicity
in computation, rather than its classification performance.

Given the training data points, the imitator constructs sample probability
functions of a variable x for the GA agent pGA(x) and for the GF agent pGF (x).
Using the sample probability functions, the imitator asserts that a given new
sample x is of the GF agent, if pGF (x) > pGA(x), otherwise the imitator asserts
that is of the GA agent in the test. The performance is evaluated by the correct
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Fig. 7. Power spectrum of the angular time series in the GA and GF pendulum.

ratio of the imitator’s prediction. Each of probability distributions PGA(x) and
PGF (x) is represented by a Gaussian mixture model with the minimum Bayesian
information criterion for one to 30 components. Gaussian mixture models repre-
sent a probability distribution of data points as a mixture of multiple Gaussian
(normal) distributions. In this analysis, we found the optimal Gaussian mixture
models each consists of 5 to 18 components for angle, 8 to 23 components for
velocity, 5 to 19 components for power, 4 to 22 components for energy, and 4 to
11 components for pointwise dimension.

We include either or both transient or/and stationary phases in our training
and test dataset, as the patterns in these phases are different qualitatively. We
divided each time series, using the mechanical energy as an indicator of conver-
gence, into the transient part (before convergence) E(θ, θ̇) < −1.3 and stationary
part (after convergence) E(θ, θ̇) ≥ −1.3.

The results of the classification analysis are summarized in Figure 8. As both
training and test dataset consists of equally balanced number of sampled labeled
GA and GF, the chance level of this binary classification was 50%. The perfor-
mance of the classification with the angle, angle velocity, and power spectrum
were at or barely above the chance level. The correct ratio of angle was 51.0%
for the transient dataset and 51.2% for the stationary one. Similarly, that of
angular velocity and the maximum power was at the chance level: about 50%
for both datasets.

The classification of the mechanical energy was significantly higher than the
chance level: 70.9% for the stationary data and 52.0% for the transient data.
Note that, however, the mechanical energy is not accessible by the ignorant
imitator, as calculating the mechanical energy requires the full knowledge of the
physical model such as gravity constant or friction coefficient. Moreover, the
mechanical energy is the direct measure of the task, as both the GA and GF
agent aim to maximize the mechanical energy, which is identical to maximization
of the reward in the learning phase. Thus, the classification performance of the



mechanical energy is supposed to give an upper bound, if the imitator have the
complete knowledge on the pendulum model.

Lastly, the performances with the pointwise dimension are as good as these
bounds of the mechanical energy : 63.9% for the stationary and 50.4% for the
transient data. Note that this classification accesses externally observeable mea-
sures, as the pointwise dimension can be derived by only angle or position time
series. Thus, an ignorant imitator can reach this level of performance, if he or
she is asked to classify the types of agents using the pointwise dimension or
other comparable measures. This implies that pointwise dimension could be a
potential characteristics to identify and discriminate the motor control scheme
underlying the observed movements, with little prior knowledge on the system
of interest.
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Fig. 8. Classification performance for each features

5 Discussion

In the present study, we explore a mechanistic account for intention inference
from other’s actions, which is crucial step toward understanding the goal-level
imitation. In order to tackle this problem specifically, we consider a classical
pendulum swing-up task with constraints as a idealization of the intention infer-
ence experimental paradigm by [13, 14]. By defining intention as motor control
scheme in our computational framework, intention inference can be viewed as
identification of the dynamical system with latent variables by its observeable
variables. Our analysis on the two types of agents demonstrated that the latent
motor control scheme can be identified with the observeable movements, if the



imitator computes pointwise dimension of the trajectories in state space of the
pendulum.

In past literature, identification of the motor control scheme is supposed
to require the prior knowledge on the class of systems to be estimated [9, 8]. As
expected by this theory and confirmed in our analysis, the model-specific measure
such as the mechanical energy has sufficient information on the motor control
system. This approach, however, needs explicit modeling of the demonstrator,
which is hard to be accessible by an ignorant imitator. In contrast, our approach
based on pointwise dimension requires little prior knowledge on the system,
but yet it performed as good as the alternative in identification of it. Thus it
gives a possible mechanistic account for ignorant imitator to infer the imitation
underlying other’s actions.

Our next step on this research program is to build an autonomous imitator
which can generates actions to meet the hidden goal identified by observing the
other’s actions. Empirical evidence for the use of pointwise dimension by human
subjects is another line of our future research.

A Reinforcement learning

Reinforcement learning [12] is a framework rooted in behavioral psychology and
control theory. In the task environment in state s, the learner takes an action a
and receives a reward r from the environment in response to the action. Next,
the learner faces with the environment in a new state s′ = Q(s′|s), where Q is
a transition function. The goal of learning is to acquire a control scheme g(a|s)
that maximizes the cumulative reward.

The pendulum swing-up task is a classic control problem with continuous
space and time [11, 5]. There are many researches to solve this task (e.g., [6] for
recent updates). The simple and basic algorithm for this task is so-called actor-
critic architecture [12, 6]. It is composed of two, the actor and critic components.
The actor represents the control scheme g(a|s). On the other hand, the critic
represents the value function V (s), that tells the learner the discounted expected
reward of state s.

Since the task is in continuous space and time, it involves several engineering
problems. The typical approach is discretization of the continuous space and
time. For continuous time, we used discretized time steps for Eular integration
(step size dt = 0.01) and we sampled per 3 time steps. For continuous state
space, we adopted a discretized representation (tile coding [12]) in which the
continuous state space (θ, θ̇) ∈ [−π, π] × [−2π, 2π] is equally divided into the
grid of size 40 × 40 (one of them is called here state s).

Learning proceeds with estimation of state values, and that shapes g(a|s)
to navigate to more rewarding states. Suppose the pendulum is now in state
s (one of the grid) at time t. The learner supplies a control input u sampled
from g(u|s) = N(µs, σs), a normal distribution of mean µs and variance σ2

s . In
response, the learner observes the pendulum in a new state s′ and a reward r.



Then the learner increments his value function V (s) for every s by

∆V (s) = αc [r + γc V (s′)− V (s)]Ec(s) (3)

where αc = 0.1 is a learning rate, γc = 0.97 is a discount rate, and Ec is an
eligibility trace with exponential decay (given by λc = 0.65) that is a device for
continuous tasks that assigns higher weights for recently visited states.

For continuous control inputs, the control scheme g(·) is expressed by a col-
lection of normal distributions for each state s. So the learner has to determine
the mean µ and variance σ2 for each state s. Formally, the learner modifies his
control scheme µs and σs for every s by

∆µs = αa [r + γa V (s′)− V (s)]
∂N(µs, σs)

∂µs
(u)Ea(s) (4)

∆σs = αa [r + γa V (s′)− V (s)]
∂N(µs, σs)

∂σs
(u)Ea(s) (5)

where αa = 0.001 is a learning rate, γa = 0.65 is a discount rate, and Ea is an
eligibility trace with decay (given by λa = 0.0).

The reward function r = f(s, a) must be designed carefully. From [5], we set
the reward function r = cos(θ) for this task. It only depends on angle θ. Remark
that cos(θ) characterizes the goal of this task, because the inverted position θ = 0
gives the highest reward cos(0) = 1, and the hanging-down position θ = ±π gives
the lowest reward cos(π) = −1.
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