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Theme. Distributed protocols for asynchronous cooperative mobile robots.

1. Aim of our research:

We consider a distributed system composed of cooperative autonomous mobile robots
executing tasks provided by a user application. The robots are communicating by ex-
changing messages through a wireless ad-hoc network. In this context we focus on the
essential problem, which is the collision avoidance between mobile robots. This necessi-
tates the presence of a deterministic distributed protocols, which guarantee that no colli-
sion can occur between robots while moving towards their goals.

2. Approach:

Distributed computing extends its scope to address problems relevant to mobile environ-
ments (mobile computing). This creates new challenges to traditional distributed comput-
ing, by considering problems related to the physical position of the nodes [Def01]. We
consider a distributed system composed of autonomous mobile robots communicating by
exchanging messages through a wireless ad hoc network. We address the problem of col-
lision avoidance such that no collision between robots can occur while robots are moving
towards their destinations. It is essential to establish a middleware that handles a group of
mobile robots as one entity, for that we need group membership [YDKO05], and failure
detectors techniques [HDY04]. The collision freedom system provides a solid and a reli-
able lower level layer that deals with a group of robots. Other properties like reaching the
final goal (termination) and the dead lock freedom property are handled in the upper lay-
ers.

3. Progress of this year:

We have an asynchronous distributed system, so there are no timing assumptions on the
communications delays. Consequently it is impossible to keep track of positions of other
robots, because of the mobility and the asynchrony of the communications. We use a res-
ervation system, such that a robot reserves a path and releases it after reaching the end of
this path. All robots agree on the reservation each time a path is reserved. The reserva-
tions are consistent, in order to achieve the consistency we adapt some protocols used in
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traditional distributed systems. Adapting the traditional protocols creates many challenges
due to the mobility issues of robots, the asynchrony of communications, and the ad-hoc
wireless communications characteristics. These communications are characterized by
limited communication range and link breakage between nodes. [YCDO06]

We build protocols which guarantee collision freedom (safety property) in mobile ad hoc
environments as well as in wireless LANs. We developed proofs of correctness of our
protocols, and performed an implementation to parts of the system.

4. Future directions:

The future directions of our work are the following:

« Providing a complete implementation of the system on real robots and test it by running
an application.

- Refactoring.

- Handling the fault-tolerance issues that tolerate the crash of a certain number of robots.

« Providing a simulation of the system.
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