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WEKA - Introduction

Machine learning/data mining software written in
Java (distributed under the GNU Public License)

Used for research, education, and applications

Main features:

= Comprehensive set of data pre-processing tools, learning algorithms
and evaluation methods

= Graphical user interfaces (incl. data visualization)

= Environment for comparing learning algorithms

Pre-processing the data

Data can be imported from a file in various formats:
ARFF, CSV, C4.5, binary

Data can also be read from a URL or from an SQL
database (using JDBC)

Pre-processingtools in WEKA are called “filters”

WEKA contains filters for:

= Discretization, normalization, resampling, attribute selection,
transforming and combining attributes, ...




WEKA with “flat” files

@relation heart-disease-simplified

@attribute age numeric

@attribute sex { female, male}

@attribute chest_pain_type { typ_angina, asympt, non_anginal, atyp_angina}
@attribute cholesterol numeric

@attribute exercise_induced_angina { no, yes}

@attribute class { present, not_present}

@data
63,male,typ_angina,233,no,not_present \
67,male,asympt,286,yes,present & b,
67,male,asympt,229,yes,present Flat flle ln
38,female,non_anginal,?,no,not_present

ARFF format

WEKA with “flat” files

@relation heart-disease-simplified

@attribute age numeric numeric attribUte
@attribute sex { female, male} Ilnoml 1 attrlbUte

@attribute chest_pain_type { typ__ angl a, asympt, non_anginal, atyp_angina}
@attribute cholesterol numeric

@attribute exercise_induced_angina{ no, yes}

@attribute class { present, not_present}

@data
63,male,typ_angina,233,no,not_present
67,male,asympt,286,yes,present
67,male,asympt,229,yes,present
38,female,non_anginal,?,no,not_present
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Weka Knowledge Explorer

Welcome to the Weka Knowledge Explorer

Classify | Cluster | Associate | Select attributes | Visualize
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~Current relation ~Selected attribute
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w Classify I Cluster [ Associate I Select attributes ] Visualize ]

( Open file... ( Open URL... ) ( Open DB... ) Undo ( Save... )
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| € choose )INone | Apply
~Current relation ~Selected attribute

Relation: None Name: None Type: None

Instances: None Attributes: None Missing: None Distinct: None Unique: None
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-Filter
{ Choose )|None l( Apply )
~Current relation ~Selected attribute
Relation: iris Name: sepallength Type: Numeric

|| Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 35 Unique: 9 (6%)
~Attributes Statistic Value
Eli e NoY Name Minimum 4.3

1 sepallength Maximum 7.9

2 sepalwidth Mean 5.843

3 petallength StdDev 0.828

4 petalwidth

5class

[Colour: class (Nom)

ﬁ Visualize All
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o




00O

Weka Knowledge Explorer

}-Pnpmcess—{ Classify ] Cluster I Associate I Select attributes I Visualize ]

( Openfile.. ) ( OpenwRL. ) ( Open DB... ) Undo ( Save... )
~Filter
[ Choose ‘.’None ‘.' Apply )
~Current relation ~Selected attribute
Relation: iris Name: sepallength Type: Numeric
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 35 Unique: 9 (6%)
~Attributes Statistic Value
No. Name Minimum 4.3
1 sepallength Maximum 7.9
2 sepalwidth Mean 5.843
3 petallength StdDev 0.828
4 petalwidth
Sclass
( . TS e
Colour: class (Nom) % Visualize All )
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Hmcess—{ Classify I Cluster I Associate I Select attributes I Visualize 1
( Open file... ) ( Open URL... ) ( Open DB... ) Undo ( Save... )
~Filter
{ Choose ‘VINone "‘ Apply )
~Current relation ~Selected attribute
Relation: iris Name: class Type: Nominal
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
~Attributes Label ’ Count
No. Name Iris-setosa 50
1 sepallength Iris-versicolor 50
2 sepalwidth Iris-virginica 50
3 petallength
4 petalwidth
5[class |
"Colour: class (Nom) g‘] { Visualize All )
Status
14 ( \
(OK PSiogeey .‘« x 0




00

Weka Knowledge Explorer

}Preprocess{ Classify I Cluster I Associate I Select attributes I Visualize ]

( Open file... L E ¢ Open URL... b E & Open DB... D) Undo ( Save... )
~Filter
Choose “None { Apply )
~Current relation Selected attribute
Relation: iris Name: class Type: Nominal
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
~Aftributes Label Count
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1 sepallength Iris-versicolor 50
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3 petallength
4 petalwidth
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Weka Knowledge Explorer

'—anme”-‘ Classify I Cluster I Associate I Select attributes I Visualize ]

{  Openfile... OpenWRL.. ) ( OpenDB. ) ' Undo ( Save... )
~Filter
([ Choose )’None ' Apply
~Current relation ~Selected attribute
Relation: iris Name: petallength Type: Numeric
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 43 Unique: 10 (7%)
~Attributes Statistic Value
No. Name Minimum 1
1 sepallength Maximum 6.9
2 sepalwidth Mean 3.759
3[petallength I StdDev 1.764
4 petalwidth
5 class
[Colour: class (Nom) Q Visualize All
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( Open file... Open URL... ) ( Open DB... ) = Undo ( Save... )
~Filter
Choose | None I( Apply )
~Current relatio ~Selected attribute
Relation: iris Name: petallength Type: Numeric
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 43 Unique: 10 (7%)
~Attributes Statistic Value
No. Name Minimum 1
1 sepallength Maximum 6.9
2 sepalwidth Mean 3.759
3|petallength /|| StdDev 1.764
4 petalwidth
5 class
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g’ Visualize All
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800 Weka Knowledge Explorer

w Classify ' Cluster ' Associate I Select attributes ' Visualize ]

| €  Openfile.. % € OpenURL.. Y € OpenDB... Y § Undo Y € Save... )
| Filter ‘
| weka : '( Apply ) !
Lw L filters . ‘
. {7 unsupervised : ~Selected attribute
B v (7 attribute : Name: petallength Type: Numeric
L - Add : Missing: 0 (0%) Distinct: 43 Unique: 10 (7%)
" AddCluster Statistic Value
1 " . Minimum 1
_ AddExpression I N
_ AddNoise :::::‘mum g'gsg
_] Copy | StdDev 1.764
_ Discretize
_ FirstOrder
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_ MergeTwoValues "Colour: class (Nom) 1) (Visualize AIl) |
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3 ( Open file... ) ( Open URL... ) ( Open DB... ) = Undo 3 ( Save... ) ‘
-Filter |
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| ~Current relation ~Selected attribute
Relation: iris Name: petallength Type: Numeric
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 43 Unique: 10 (7%)

| rAttributes Statistic Value
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1 sepallength Maximum 6.9
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3 petallength StdDev 1.764
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'—anme”-‘ Classify I Cluster I Associate I Select attributes I Visualize ]

§—Openfilez——Y F—OpertRlz— F——OpenDB—H £ ——1 L Y € Save... )
~Filter
{ Choose )’Discretize -B 10 -R first-last ' Apply
~Current relation ~Selected attribute
Relation: iris Name: petallength Type: Numeric
Instances: 150 AttribONgs: 5 Missing: 0 (0%) Distinct: 43 Unique: 10 (7%)
~Attributes Statistic Value
No. Name Minimum 1
1 sepallength Maximum 6.9
2 sepalwidth Mean 3.759
3 petallength StdDev 1.764
4 petalwidth
5 class

[Colour: class (Nom) Q Visualize All

I'Sfatus

006 Weka Knowledge Explorer

'-anmen{ Classify I Cluster I Associate I Select attributes I Visualize ]
( Openfile.. ) ( OpenURL. ) ( Open DB... = Undo } € Save... )
~Filter

{ Choose )’Discretize -B10-Rfirst-last © O © weka.gui.GenericObjectEditor _] Apply

weka.filters.unsupervised.attribute.Discretize

~Current relation

Relation: iris About : Numeric
Instances: 150 Attributes: ! | An instance filter that discretizes a range of numeric : 10 (7%)
—Attributes attributes in the dataset into nominal attributes. PSS

No. Name = =

1 sepallength attributelndices first-last

2 sepalwidth -

3 petallength bins 10

4 petalwidth -

5 class findNumBins  False

. - (
invertSelection | False

Visualize All )

= (
makeBinary  False

useEqualFrequency fFalse

( Open... )( Save... )( OK ( Cancel
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Weka Knowledge Explorer

w Classify ' Cluster ' Associate I Select attributes ' Visualize ]

) ( Save... ) ( OK ( Cancel
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( Open...

| ¢  Openfile.. ) OpenuURL.. ) ({ OpenDB.. ) Undo ( Save... )
| Filter ‘
| { Choose )’Discretize -B10-Rfirst-last © O © weka.gui.GenericObjectEditor J Apply )|
3 —Current relation weka.filters.unsupervised.attribute.Discretize ‘
Relation: iris About : Numeric
Instances: 150 Attributes: ! | An instance filter that discretizes a range of numeric 2 10 (7%) ‘
3 ~Attributes attributes in the dataset into nominal attributes. E=
{1l No. Name = =
1 sepallength attributelndices first-last
2 sepalwidth -
3 petallength bins 10
4 petalwidth
5 class findNumBins | False ) ‘
. - ( -~ —
invertSelection | False ) Visualize All )
makeBinary | False Q
useEqualFrequency :False Q
( Save... OK ) ( Cancel
‘ J |
8.9
Status
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’-anm-{ Classify I Cluster I Associate I Select attributes I Visualize ]
3 ( Open file... ) ( Open URL... ) ( Open DB... ) 7777777 Undo ( Save... ) ‘
-Filter
| [ Choose )’Discretize -B10-Rfirst-last © O © weka.gui.GenericObjectEditor _] Apply
| ~Current relation weka.filters.unsupervised.attribute.Discretize
Relation: iris About : Numeric ‘
Instances: 150 Attributes: ! | An instance filter that discretizes a range of numeric 2 10 (7%) ‘
| ~Attributes attributes in the dataset into nominal attributes. P——————
{1l No. Name - -
1 sepallength attributelndices first-last
2 sepalwidth -
3 petallength bins 10
4 petalwidth
5 class findNumBins (False m
invertSelection :False @ Visualize All
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Weka Knowledge Explorer

w Classify ' Cluster ' Associate I Select attributes ' Visualize ]
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Undo
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)
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F-Pnepmeess-‘ Classify I Cluster I Associate I Select attributes I Visualize ]
( oOpenfile.. ) OpenURL.. ) (  OpenDB. ) Undo ( Save... )
~Filter
’Discretize -F -B 10 -R first-last
~Current relation ~Selected attribute
Relation: iris Name: petallength yoe: Numeric
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( Open file... ) ( Open URL... ) ( Open DB... ) ( Undo ) ( Save... )
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'(4.65-5.05]' 18 Y

-
_Colour: class (Nom)

g’ Visualize All

23
15
14 13 14

18 17

12 13
I —

Status
E

30




Building “Classifiers”

= Classifiersin WEKA are models for predicting nominal
or numeric quantities

= Implementedlearning schemesinclude:

= Decision trees and lists, instance-based classifiers,
support vector machines, multi-layer perceptrons,
logistic regression, Bayes’ nets, ...

» “Meta”-classifiersinclude:

= Bagging, boosting, stacking, error-correcting output codes, locally
weighted learning, ...

31
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~Test options ~Classifier output
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Visualize

~Classifier

( Choose )lj48 -C0.25-M2

~Test options

(O Use training set

® Cross-validation Folds 10
(O Percentage split % 66

O Supplied test set ~  Set..

( More options...

((Nom) class

(¢ Start ) { Stop
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~Result list (right-click for options)

~Classifier output
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~Classifier
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~Test options Classifier output
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( More options... )
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Weka Knowledge Explorer

(O Use training set

[ Preprocess M Cluster [ Associate I Select attributes | Visualize ]
~Classifier
(Choose)lMB S "® O © weka.gui.GenericObjectEditor 3
~Test options weka.classifiers.trees.j48.J48

binarySplits [ False ﬁ
(O Supplied test set Set...
confidenceFactor 0.25
® Cross-validation Folds 10
O Percentage split % 66 minNumObj 2
( More options... numFolds 3
(Nom) reducedErrorPruning [False ﬁ
_(Nom) class
77777777777 savelnstanceData | False 5
( Start ) £ Stop
— (
subtreeRaisin True
~Result list (right-click for options) 9 X ﬁ
unpruned [ False ﬁ
uselaplace [ False H

(Open...) ( Save...) ( OK ) (Cancel)

~Status
o g <O
006 Weka Knowledge Explorer
[ Preprocess M Cluster] Associate l Select attributes ] Visualize ]
~Classifier
(Choose)|j48 =C0.25-M2 "® O © weka.gui.GenericObjectEditor 3
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(O Use training set
(O Supplied test set ~  Set...

@ Cross-validation Folds 10

O Percentage split % 66

(

((Nom) class

{ Start ) €

~Result list (right-click for options)

More options...

L

binarySplits [ False

confidenceFactor 0.25

minNumObj 2

numFolds 3

reducedErrorPruning [False

savelnstanceData [False

subtreeRaising [True

unpruned [ False
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Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
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Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )'148 -C0.25-M2 |
~Test options ~Classifier output
(O Use training set === Run information ===
= > ————
O Supplied test set © Set.. || scheme: weka.classifiers.trees.j48.J48 -C 0.25 -M 2
- Relation: iris
(O Cross-validation Folds 10 Instances: 150
® Percentage split % 66 Attributes: 5
: : sepallength
- sepalwidth
( More options... ) petallength
petalwidth
class
{(Nom) class ﬁ Test mode: split 66% train, remainder test

C

Stat ) {

Stop

=== Classifier model (full training set)

J48 pruned tree

~Result list (right-click for options) ————| "~ """ """
|11:49:05 - trees.j48.)48 |
petalwidth <= 0.6: Iris-setosa (50.0)
petalwidth > 0.6
| petalwidth <= 1.7
| | petallength <= 4.9: Iris-versicolor (48.0/1.0)
| | petallength > 4.9
| | | petalwidth <= 1.5: Iris-virginica (3.0)
| | | petalwidth > 1.5: Iris-versicolor (3.0/1.0)
| petalwidth > 1.7: Iris-virginica (46.0/1.0) -
A
Number of Leaves : 5 ]
~Status
oK = o *°
.
00060 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )48 -C 0.25 -M 2 |
~Test options ~Classifier output
(O Use training set === Run information ===
= -
O Supplied test set © Set... || scheme: weka.classifiers.trees.j48.J48 -C 0.25 -M 2
- - Relation: iris
(O Cross-validation Folds 10 Instances: 150
. Attributes: 5
® Percentage split % 66 sepallength
" sepalwidth
( More options... ) petallength
petalwidth
class
{(Nom) class ﬁ Test mode: split 66% train, remainder test

C

Start Y £

Stop

b

Classifier model (full training set)

J48 pruned tree

~Result list (right-click for options) ———— | “°~ """~ """
|11:49:05 - trees.j48.J48 |
petalwidth <= 0.6: Iris-setosa (50.0)
petalwidth > 0.6
| petalwidth <= 1.7
| | petallength <= 4.9: Iris-versicolor (48.0/1.0)
| | petallength > 4.9
| | | petalwidth <= 1.5: Iris-virginica (3.0)
| | | petalwidth > 1.5: Iris-versicolor (3.0/1.0)
| petalwidth > 1.7: Iris-virginica (46.0/1.0) -
A
Nurber of Leaves : 5 v
~Status
48
oK < O




0006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )'148 -C0.25-M2 |
~Test options ~Classifier output
(0 Use training set r
Time taken to build model: 0.24 seconds
- T —————
(O Supplied test set Set...
N’ === Evaluation on test split ===
(O Cross-validation Folds 10 === Summary ===
® Percentage split % 66 ||| correctly Classified Instances 49 96.0784 %
- Incorrectly Classified Instances 2 3.9216 %
¢ More options... Y ||| kappa statistic 0.9408
Mean absolute error 0.039%6
Root mean squared error 0.1579
" (Nom) class B | Relative absolute error 8.8979 %
Root relative squared error 33.4091 %
7 Total Number of Instances 51
(¢ Stat ) { Stop
=== Detailed Accuracy By Class ===
~Result list (right-click for options)
Ty _ - TP Rate FP Rate Precision Recall F-Measure Class
|11:49:05 - trees.j48.)48 | 1 0 1 1 1 Iris-setosa
0.063 0.905 i 0.95 Iris-versicolor
0.882 0 h | 0.882 0.938 Iris-virginica
=== Confusion Matrix ===
a b c¢ <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicolor
A
0 215 | ¢ = Iris-virginica —
v
~Status
o E < O
0006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )'148 -C0.25-M2 |
~Test options ~Classifier output
(O Use training set ~
Time taken to build model: 0.24 seconds
- —
O Supplied test set | Set...
N—————’ Evaluation on test split ===
(O Cross-validation Folds 10 === Summary ===
@ Percentage split % |66 ||| correctly Classified Instances 49 96.0784 %
- Incorrectly Classified Instances 2 3.9216 %
& More options... ) ||| xappa statistic 0.9408
Mean absolute error 0.039%6
Root mean squared error 0.1579
{(Nom) class i Relative absolute error 8.8979 %
Root relative squared error 33.4091 %
> Total Number of Instances 51
¢ Stat ) { Stop
=== Detailed Accuracy By Class ===
~Result list (right-click for options)
Ty _ TP Rate FP Rate Precision Recall F-Measure Class
|11:49:05 - trees.j48.)48 | 1 0 1 1 1 Iris-setosa
¥ 0.063 0.905 b} 0.95 Iris-versicolor
0.882 0 | 0.882 0.938 Iris-virginica
=== Confusion Matrix ===
a b c¢ <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicoler
A
0 215 | ¢ = Iris-virginica —
v
~Status
50
o < O




00

Weka Knowledge Explorer

|11:49:05 - trees.j48.48

~Status
OK

View in main window Recall
View in separate window 1

il
Save result buffer 0.882
Load model
Save model

Re-evaluate model on current test set

Visualize classifer errors
Visualize tree

F-Measure
1
0.95
0.938

[ Preprocess M Cluster [ Associate I Select attributes | Visualize ]
~Classifier
( Choose )|j48 -C0.25-M2
~Test options ~Classifier output
(O Use training set ~
Time taken to build model: 0.24 seconds
O Supplied test set ~  Set..
— === Evaluation on test split ===
() Cross-validation Folds 10 = Summary ===
® Percentage split % 66 Correctly Classified Instances 49 96.0784 %
- Incorrectly Classified Instances 2 3.9216 %
¢ More options... Y ||| appa statistic 0.9408
Mean absolute error 0.039¢6
Root mean squared error 0.1579
((Nom) class ﬁ Relative absclute error 8.8979 %
Root relative squared error 33.4091 %
e Total Number of Instances 51
( Start ) { Stop
=== Detailed Accuracy By Class ===
~Result list (right-click for options)

Class
Iris-setosa
Iris-versicolor
Iris-virginica
A
Iy
| &

Visualize margin curve

Visualize threshold curve 51 >
Visualize cost curve 3

Clos ) g 0

-

0080

Weka Knowledge Explorer

[ Preprocess M Cluster] Associate l Select attributes ] Visualize ]

~Classifier

( Choose )|j48 -co ‘)é M2

© © Weka Classifier Tree Visualizer: 11:49:05 - trees.j48.J48 (iris)

~Test options
(O Use training set
(O Supplied test set

() Cross-validation
® Percentage split

( More optit

((Nom) class

~Result list (right-click for
|11:49:05 - trees.j48.)

~Tree View

wawion]

o
e

o

e

ass
is-setosa
is-versicolor
is-virginica
A
v

1o v v | @ — iiio ociusa
019 0| b = Iris-versicolor
0 215 | ¢ = Iris-virginica
~Status
52
OK

Clos ) g 0
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000 Weka Knowledge Explorer

( Preprocess "CIassiny Cluster Y Associate I Select attributes Y Visualize ]

Classifier
( Choose )|J48 -C 0.25 -M 2

Test options 1 - Classifier output

C Use training set

Time taken to build meod

O Supplied test set Set...

O) Cross-validation Folds 10

@ Percentage split % 66 49 96.0784 %
= - = 2 3.9216 %
{ More options... ) 0.9
0.
= 0.
(Nom) class Iy 8.
33.
—_— 51
( Start——4 Stop "
= = === Detailed Accuracy By Class === '
[ Result list (right-click for options) — —ll ) !
l11'49'05 - trees.j48.)48 View in main window Recall F-Measure '
== R View in separate window 1 1 :
1 0.95
Save result buffer 0.882 0.938 :
Load model '
Save mode :
Re-evaluate model on current test set "
lor
Visualize classifer errors - A
, Visualize tree b
—Status Visualize margin curve .
OK Visualize threshold curve 53 3 ( Log )\ 'ﬂ?\ x 0
Visualize cost curve »
‘806 Weka Knowledge Explorer

[ Preprocess ' Classify { Cluster Y Associate T Select attributes Y Visualize ]

Classifier

{ Choose )|J48 -C 0.25 -M 2

f e ® O © weka Classifier Visualize: 11:49:05 - trees.j48.J48 (iris)

- Use training set _X: petallength (Num) ﬂ 'Y: petalwidth (Num) =5
J Supplied test set 0, class (Nom : [Select Instance H
O Cross-validation = S =
@ Percentage split S . Clear _ Save Jitter € 96.0784 %
P 3.9216 %
{ More optit-Plot: iris_predicted
_(Nom) class
Start T
~Result list (right-click for '
[11:49:05 - trees.j48.) :
!
» !
rClass colour '
!
Iris-setosa 3= VE '
&/
v 412 v M = Liid VELDLLULULE ‘
0 215 | ¢ = Iris-virginica
v
Status
S ——

OK 54 P=iiog '“‘A x0




0006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )'148 -C0.25-M2 |
~Test options ~Classifier output
(0 Use training set r
Time taken to build model: 0.24 seconds
- T —————
(O Supplied test set Set...
N’ === Evaluation on test split ===
(O Cross-validation Folds 10 === Summary ===
@® Percentage split % 66 ||| correctly Classified Instances 49 96.0784 %
- Incorrectly Classified Instances 2 3.9216 %
¢ More options... Y ||| kappa statistic 0.9408
Mean absolute error 0.039%6
Root mean squared error 0.1579
" (Nom) class B | Relative absolute error 8.8979 %
Root relative squared error 33.4091 %
7 Total Number of Instances 51
(¢ Stat ) { Stop
=== Detailed Accuracy By Class ===
~Result list (right-click for options)
Ty _ - TP Rate FP Rate Precision Recall F-Measure Class
|11:49:05 - trees.j48.)48 | 1 0 1 1 1 Iris-setosa
0.063 0.905 i 0.95 Iris-versicolor
0.882 0 h | 0.882 0.938 Iris-virginica
=== Confusion Matrix ===
a b c¢ <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicolor
A
0 215 | ¢ = Iris-virginica —
v
~Status
ox e <O
.
0006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
C0.25-M2 |
~Test options ~Classifier output
(O Use training s _ , ~
Time taken to build model: 0.24 seconds
(O Supplied test set
eenmnm—— === Evaluation on test split ===
(O Cross-validation Folds 10 === Summary ===
@® Percentage split % 66 Correctly Classified Instances 49 96.0784 %
- Incorrectly Classified Instances 2 3.9216 %
¢ More options... Y ||| kappa statistic 0.9408
Mean absolute error 0.0396
Root mean squared error 0.1579
" (Nom) class B | Relative absolute error 8.8979 %
Root relative squared error 33.4091 %
> S Total Number of Instances 51
(¢ Start Y £ Stop 3
=== Detailed Accuracy By Class ===
~Result list (right-click for options)
" AO. _ . TP Rate FP Rate Precision Recall F-Measure Class
[11:49:05 - trees.j48.48 I " . : : : i teea
¥ 0.063 0.905 il 0.95 Iris-versicolor
0.882 0 d 0.882 0.938 Iris-virginica
=== Confusion Matrix ===
a b ¢ <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicolor
) U A
0 215 | ¢ = Iris-virginica £
~Status
56
oK < O




006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
| weka |
¥ .7 classifiers
B v |7 bayes Pssiﬁeroutput
: AODE Evaluation on test split === »
" BayesNetk2 Summary ===
LN
- BayesNetB rrectly Classified Instances 50 98.0392 %
_ NaiveBayes correctly Classified Instances d 1.9608 %
" NaiveBayesMultinomial ppa statistic 0.9704
N NaiveBayesSimpl san absolute error 0.0239
— aiveBayessimple »ot mean squared error 0.1101
_ NaiveBayesUpdateable slative absolute error 5.3594 %
L > Lj functions »ot relative squared error 23.2952 %
9 stal Number of Instances 51
> LI lazy
> Lj meta == Detailed Accuracy By Class ===
1 > | misc o
e ? Rate FP Rate Precision Recall F-Measure Class
3 > LI trees 1 0 1 ! 1 Iris-setosa
» | rules 1 0.031 0.95 1 0.974 Iris-versicelor
0.941 0 1 0.941 0.97 Iris-virginica
== Confusion Matrix ===
a b c <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicolor
0 116 | c = Iris-virginica
A
v
e ———— ] D!
Status
- - 57
[Problem evaluating classifier ‘ x0
- -
0006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )|NaiveBayes l
~Testoptions ~Classifier output
(O Use training set === Evaluation on test split === ~
=== Summary ===
= P A ——p—— X
O Supplied test set Set... )
Correctly Classified Instances 50 98.0392 %
(O Cross-validation Folds 10 Incorrectly Classified Instances i 1.9608 %
" Kappa statistic 0.9704
e Percentage split % ‘66 Mean absolute error 0.0239
( M - ) Root mean squared error 0.1101
ore options... Relative absclute error 5.3594 %
Root relative squared error 23.2952 %
( Total Number of Instances 51
_(Nom) class ﬁ
=== Detailed Accuracy By Class ===
(¢ Start 3£ Stop 3 -
N || TP Rate FP Rate Precision Recall F-Measure Class
g . . : % 0 k| 1l T Iris-setosa
~Resultlist (right-click for options) 1 0.031 0.95 1l 0.974 Iris-versicolor
11:49:05 - trees.j48.)48 0.941 0 1 0.941 0.97 Iris-virginica
14:34:28 - functions.neural.NeuralNetwork . .
=== Confusion Matrix ===
a b ¢ <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicolor
0 116 | ¢ = Iris-virginica
A
v
e ] o ZIrS|
~Status
58

Problem evaluating classifier

Cios ) 0
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Weka Knowledge Explorer

Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )'NaiveBayes |
~Test options ~Classifier output
(O Use training set === Evaluation on test split === -~
— === Summary ===
O Supplied test set Set... 3
’ Correctly Classified Instances 50 98.0392 %
(O Cross-validation Folds 10 Incorrectly Classified Instances i 1.9608 %
. Kappa statistic 0.9704
e Percentage split % ‘66 ! Mean absolute error 0.0239
( M - ) Root mean squared error 0.1101
ore options... Relative absclute error 5.3594 %
Root relative squared error 23.2952 %
( Total Number of Instances 51
_(Nom) class ﬁ
=== Detailed Accuracy By Class ===
Stop TP Rate FP Rate Precision Recall F-Measure Class
. L 0 1 5 & Iris-setosa
[Resultlist {right-i dons) 1 0.031 0.95 1 0.974  Iris-versicolos
11:49:05 - trees_j48J4 0.941 0 1 0.941 0.97 Iris-virginica
14:34:28 - functions.neuraMyeuralNetwork || , L
=== Confusion Matrix ===
a b c <-- classified as
15 0 0| a = Iris-setosa
019 0| b = Iris-versicolor
0 116 | ¢ = Iris-virginica
A
v
—— »<rsl
~Status
Problem evaluating classifier 29 ‘ x0
0006 Weka Knowledge Explorer
Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )lNaiveBayes I
~Testoptions ~Classifier output
O Use training set === Evaluation on test split === ~
=== Summar a=m=ms
O Supplied test set Set...
- Correctly Classified Instances 48 94.1176 %
(O Cross-validation Folds 10 Incorrectly Classified Instances 3 5.8824 %
" Kappa statistic 0.9113
e Percentage split % 66 ! Mean absolute error 0.0447
( M - ) Root mean squared error 0.1722
ore options... Relative absolute error 10.0365 %
Root relative squared error 36.4196 %
( Total Number of Instances 51
_(Nom) class ﬁ
=== Detailed Accuracy By Class ===
£
( Start ) \ Stop TP Rate FP Rate Precision Recall F-Measure Class
g . . : % 0 k| 1l T Iris-setosa
Resultlist (right-click for options) 0.947 0.063 0.9 0.947 0.923  Iris-versicolo
11:49:05 - trees.j48.)48 0.882 0.029 0.938 0.882 0.909 Iris-virginica
14:34:28 - functions.neural.NeuralNetwork . .
- === Confusion Matrix ===
|14:48:05 - bayes.NaiveBayes |
a b ¢ <-- classified as
15 0 0| a = Iris-setosa
018 1 | b = Iris-versicolor
0 215 | ¢ = Iris-virginica
A
v
e ———— eyl
~Status
oK °0 - *°




000

Weka Knowledge Explorer

Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )’NaiveBayes l
~Test options ~Classifier output
(O Use training set === Evaluation on test split === ~
=== Summary ===
(O Supplied test set Set... ,
- . Correctly Classified Instances 48 94.1176 %
(O Cross-validation Folds 10 Incorrectly Classified Instances 3 5.8824 %
. rrY Kappa statistic 0.9113
e Percentage split % 66 Mean absolute error 0.0447
( M - ) Root mean squared error 0.1722
ore options... Relative absolute error 10.0365 %
Root relative squared error 36.4196 %
( Total Number of Instances 51
_(Nom) class ﬁ
=== Detailed Accuracy By Class ===
(¢ Start ) ¢ Stop 3
- J TP Rate FP Rate Precision Recall F-Measure Class
. z z . L 0 i 1 1 Iris-setosa
Result list {right-click for options) 0.947 0.063 0.9 0.947 0.923  Iris-versicolo
11:49:05 - trees.j48.J48 0.882 0.029 0.938 0.882 0.909 Iris-virginica
14:34:28 - functions.neural.NeuralNetwork . .
= === Confusion Matrix ===
|14:48:05 - bayes.NaiveBayes |
a b c <-- classified as
15 0 0| a = Iris-setosa
018 1 | b = Iris-versicolor
0 215 | ¢ = Iris-virginica
A
54
) D]
~Status
ox o a0

000

Weka Knowledge Explorer

~Status
OK

Visualize threshold curve

Visualize cost curve
62

Preprocess Cluster | Associate | Select attributes | Visualize
~Classifier
( Choose )INaiveBayes ‘
~Test options ~Classifier output
O Use training set === Evaluation on test split === ~
=== Summary ===
O Supplied test set Set...
- . Correctly Classified Instances 48 94.1176 %
(O Cross-validation Folds 10 Incorrectly Classified Instances 3 5.8824 %
. Kappa statistic 0.9113
e Percentage SPI“ % 66 Mean absolute error 0.0447
M - Root mean squared error 0.1722
( ore options... ) Relative absolute error 10.0365 %
Root relative squared error 36.4196 %
( Total Number of Instances 51
_(Nom) class ﬁ
=== Detailed Accuracy By Class ===
r = ~
( Start ) View in main window Precision Recall F-Measure Class
g . . z 5 : i 1l T Iris-setosa
~Resultlist (right-click for. View in separate window 0.9 0.947 0.923  Iris-versicolo
11:49:05 - trees j48, Save result buffer 0.938 0.882 0.909  TIris-virginica
43428 Trclors oud mode .
— yes. Save model L
1ssified as
Re-evaluate model on current test set .;c_setosa
ris-versicolor
Visualize classifer errors -is-virginica
Visualize tree 4
Visualize margin curve - [v
N Iris-setosa =

Iris-versicolor
Iris-virginica

Clos ) g X0




000 Weka Knowledge Explorer

| Preprocess ICIassiny Cluster I Associate I Select attributes I Visualize |

Classifier

T—m———— .
Choose }|NaiveBayes
® O © weka Classifier Visualize: ThresholdCurve. Class value Iris-versicolor)

Test options

) Use training set X: False Positive Rate (Num) T] Y: True Positive Rate (Num) T]
O Supplied test set Colour: Threshold (Num) I'+1 Select Instance T]
O — | i ro - :)j:
_J Cross-validation — / = \ / SThe \ Jitter €% 38
® Percentage split ' — ’
’ More optiol Plot: ThresholdCurve
(Nom) class m
————— R
Result list (right-click for optio _ ' ™
11:49:05 - trees.j4848 ECGA a :
14:34:28 - functions.neul _'I ‘
l144805 — bayes.NaiveBa m !
!
Class colour !
!
0 0.5 1 -
A
v
————— - ] <|»

Status

OK ~ Log \ “1\ x0

Clustering

= WEKA contains many clusteringimplementations:

=  Works with both discrete and numerical data

= Example of K-means




UC Weka Explorer
[ Preprocess = Classify ~ Cluster | Associate = Select attributes Visualize}

~Clusterer
(_Choose )IEM -1100 -N -1 -M 1.0E-6 -S 100

~Cluster mode

® use training set

O Supplied test set | Set...

() Percentage split % 66

(O Classes to clusters evaluation

(Nom) class v

S Store clusters for visualization

( Ignore attributes )

( Start ) ( Stop

~Result list (right-click for options)

(Status

OK 4 P

.0 Weka explorer
[ Preprocess = Classify ~ Cluster| Associate  Select attributes Visualize}

~Clusterer

(_Choose )IEM -1100 -N -1 -M 1.0E-6 -S 100

~Clusterer output

() Supplied test set Set...

(O Percentage split % 66

() Classes to clusters evaluation

(Nom) class v

E Store clusters for visualization

( Ignore attributes )

( Start ) ( Stop

~Result list (right-click for options)

(Status

OK P P




[ Preprocess  Classify ~ Cluster | Associate = Select attributes Visualize}

’SimpIeKMeans -N 2 -A "weka.core.EuclideanDistance -R first-last" -1 500 -S 10

~Cluster mode ~Clusterer output
@ Use training s8
(O Supplied test set Set... 3
() Percentage split % 66
(O Classes to clusters evaluation
| (Nom) class =

8 Store clusters for visualization

( Ignore attributes )

( Start ) ( Stop )

~Result list (right-click for options)

-Status

OK 4 y

000 Weka Explorer
[ Preprocess = Classify =~ Cluster = Associate = Select attributes | Vi“m“"]
_ciuhlcltl
peka gui 5 10
weka.clusterers.SimpleKMeans
~Cluster mode]I Al .
@ Use train Cluster data using the k means algorithm. — =N 2 -A "weka.core.EuclideanDistance -R first-last" -I 500 =S
O Supplied m ~
Capabilities
O Percenta
O Classes displayStdDevs | False 4
[ (Nom) 1
¥ Store clu distanceFunction |EuclideanDlslance -R ﬁrst—ll 1g set ===
dontReplaceMissingValues | False 4
e Sy 500 rs: 62.1436882815797
Lth mean/mode
numClusters | 3| |
Cluster#
preservelnstancesOrder | Fals w (100‘)’ (50}
6.262 5.006
seed 10 2.872 3.418
4.906 1.464
1.676 0.244
( Open... ) ( Save... ) ( OK ( Cancel ) Iris-versicolor Iris-setosa
/)

2
Time taken to build model (full training data) : 0.02 seconds

=== Model and evaluation on training set ===

Clustered Instances

0 100 ( 67%)

1 50 ( 33%) n
A
v

IC ) 4lr]

Status
x0
( oK 68 l -~ 4

Z)




["Preprocess | Classify - Cluster | Associate = Select attributes V.

isualize |

~Clusterer

-N 3 -A "weka.core.EuclideanDistance -R first-last" -1 500 -S 10

( Choose )|Si pleKM

~Cluster mode

Clusterer output

@ Use training set Relation: iris
p - Insr.ilr;ces: ;50
A ( ) Attributes:
O Supplied testset  ( Set.. sepallangth
. sepalwidth
O Percentage split % 66 petallength
petalwidth
(O Classes to clusters evaluation class

Test mode:evaluate on training data

| (Nom) class v

=== Model and evaluation on training set ===
M store clusters for visualization

( Ignore attributes

~Result list (right-click for options)—\

kMeans

Number of iterations: 3
N\ Within cluster sum of squared errors: 7.817456892309574
Stop ) Missing values globally replaced with mean/mode

Start

Cluster centroids:

Time taken to build model (full training data) :

0 secol

=== Model and evaluation on training set ===

Clustered Instances

0 50 ( 33%)
1 50 ( 33%)
2 50 ( 33%)

Cluster#
11 _ < Attribute Full Data 0 1 2
15:11:12 - SimpleKMeans (150) (50) (50) (50)
- SimpleKMeans

sepallength 5.8433 5.936 5.006 6.588

sepalwidth 3.054 2.77 3.418 2.974

petallength 3.7587 4.26 1.464 5.552

petalwidth 1.1987 1.326 . 2.026

class Iris-setosa Iris-versicolor Iris-setosa Iris-virginica

nds

Status
’70K
000
Visualize
| X: Instance_number (Num) | [ Y: sepallength (Num) ]
Clusterer
[ Colour: Cluster (Nom) + ) [ Select Instance =
N
Reset ) (Clear) (Open) ( Save ) Jitter (O
~Cluster mode
® Use tfaining set Plot:iris_duncled e T e s . r_
" .9
O Supplied test set ~
(O Percentage split
(O Classes to clusters ot
| (Nom) class
@ Store clusters for visy| 2.3
0
Ignore Class colour
2309574
cluster0 clusterl cluster2
~Result list (right-click fo 2
15:11:12 - SimpleKMeans J L 2
150) 50) (50) (50)
15:12:39 - SimpleKMeans d -
sepallength 5.8433 5.936 5.006 6.588
sepalwidth 3.054 2.77 3.418 2.974
petallength 3.7587 4.26 1.464 5.552
petalwidth 1.1987 1.326 0.244 2.026
class Iris-setosa Iris-versicolor Iris-setosa Iris-virginica
Time taken to build model (full training data) : 0 seconds
=== Model and evaluation on training set ===
Clustered Instances
0 50 ( 33%)
1 50 ( 33%)
2 50 ( 33%) N
-
v
[C Y e »
Status
o 70 e gpxo
7|




Finding Associations

= WEKA contains an implementation of the Apriori
algorithm for learning association rules

= Works only with discrete data

= Can identify statistical dependencies between groups
of attributes:

= milk, butter -> bread, eggs (with confidence 0.9 and
support 2000)

= Apriori can compute all rules that have a given
minimum support and exceed a given confidence

71

0006 Weka Knowledge Explorer

f Preprocess T Classify r Cluster }Associate{ Select attributes I Visualize ]

Associator

“ Choose {Apriori -N10-T0-C0.9-D0.05-U10-M0.1-5-1.0

M = ~Associator output
Start Stop

—Result list (right-click for options)

Status
( ok 72 e




0006 Weka Knowledge Explorer

[ Preproces

Classify I Cluster stsocmtr{ Select attributes I Visualize ]
~Associator

L Choose/"Apriori -N10-T0-CO0.9-

.05-U1.0-M0.1-5-1.0

{ Start ) Stop

~Result list (right-click for options)

Status
(OK = { Log ) ‘ x 0
906 Weka Knowledge Explorer
Hmcess—{ Classify I Cluster I Associate I Select attributes I Visualize 1
( Open file... ) ( Open URL... ) ( Open DB... ) Undo ( Save... )
~Filter
{ Choose ‘VINone "‘ Apply )
~Current relation ~Selected attribute
Relation: vote Name: handicapped-infants Type: Nominal
Instances: 435 Attributes: 17 Missing: 12 (3%) Distinct: 2 Unique: 0 (0%)
~Attributes Label ’ Count
No. Name n 236
1 handicapped-infants Y 187
2 water-project-cost-sharing
3 adoption-of-the-budget-resolution
4 physician-fee-freeze
5 el-salvador-aid
6 religious-groups-in-schools

7 anti-satellite-test-ban ( . T T
8 aid-to-nicaraguan-contras e ;‘] i
9 mx-missile

10 immigration

11 synfuels-corporation-cutback

12 education-spending

13 superfund-right-to-sue

14 crime

15 duty-free-exports

16 export-administration-act-south-africa

17 Class

OK 74

(Status




: 000 Weka Knowledge Explorer

Select attributes I Visualize ]

Fﬁepmcess—{ Classify I Cluster I Associat

( Open file... ) ( Open URL... ) ( Open DB... — 7U7nid?07 777777 ( Save... )
~Filter
[ Choose ‘VINone ‘f Apply )
~Current relation ~Selected attribute
Relation: vote Name: handicapped-infants Type: Nominal
Instances: 435 Attributes: 17 Missing: 12 (3%) Distinct: 2 Unique: 0 (0%)
~Attributes Label Count
No. Name & 236
1 handicapped-infants Y 187
2 water-project-cost-sharing
3 adoption-of-the-budget-resolution
4 physician-fee-freeze
5 el-salvador-aid
6 religious-groups-in-schools

7 anti-satellite-test-ban ( . T T e~
8 aid-to-nicaraguan-contras i ;'1 'M/
9 mx-missile

10 immigration

11 synfuels-corporation-cutback

12 education-spending

13 superfund-right-to-sue

14 crime

15 duty-free-exports

16 export-administration-act-south-africa

17 Class

Status

o 7
eka Knowledge Explorer
Weka K ledge Expl
[ Preprocess T Classify T Cluster }-Assocmte-{ Select attributes T Visualize ]

~Associator

& Choose)lApriori -N10-T0-C09-D0.05-U1.0-M0.1-5-1.0

— ~Associator output

{ Start ) Stop

~Result list (right-click for options)

Status
(OK = PF=log=4 ‘)« x 0




f 00606 Weka Knowledge Explorer

Preprocess | Classify | Cluster Select attributes | Visualize

~Associator
( Choose )’Apriori -N10-T0-C09-D0.05-U1.0-M0.1-5-1.0 1

~Associator output

A\

~Status

a 00 Weka Knowledge Explorer

Preprocess | Classify | Cluster Select attributes | Visualize

Associator
( Choose )lApriori -N10-T0-C09-D0.05-U1.0-M0.1-5-1.0 |

~Associator output

€ start ) € Stop ) =
Minimum metric <confidence>: 0.9 a

~Result list (right-click for optic| Nurber of cycles performed: 11

16:29:37 - Apriori ||| Generated sets of large itemsets:

Size of set of large itemsets L(1): 20
Size of set of large itemsets L(2): 17
Size of set of large itemsets L(3): 6

Size of set of large itemsets L(4): 1

Best rules found:

. adoption-of-the-budget-resolution=y physician-fee-freeze=n 219 ==> Class=democra
. adoption-of-the-budget-resolution=y physician-fee-£freeze=n aid-to-nicaraguan-con
. physician-fee-freeze=n aid-to-nicaraguan-contras=y 211 ==> Class=democrat 210

. physician-fee-freeze=n education-spending=n 202 ==> Class=democrat 201 conf: (
physician-fee-freeze=n 247 ==> Class=democrat 245 conf: (0.99)
el-salvador-aid=n Class=democrat 200 ==> aid-to-nicaraguan-contras=y 197 conf
. el-salvador-aid=n 208 ==> aid-to-nicaraguan-contras=y 204 conf: (0.98)

. adoption-of-the-budget-resolution=y aid-to-nicaraguan-contras=y Class=democrat 2
. el-salvador-aid=n aid-to-nicaraguan-contras=y 204 ==> Class=democrat 197 conf
aid-to-nicaraguan-contras=y Class=democrat 218 ==> physician-fee-freeze=n 210

O W) oy Wb W
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A
v

— RIS

~Status
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Data visualization

= Visualization very usefulin practice:

= e.g. helps to determine difficulty of the learning problem

= WEKA can visualize single attributes and pairs of

attributes
» To do: rotating 3-d visualizations (Xgobi-style)

= Color-codedclass values

= “Jitter” option to deal with nominal attributes (and
to detect “hidden” data points)

m “Zoom-in” function

79

0006 Weka Knowledge Explorer
FPreprocess{ Classify I Cluster I Associate T Select attributes I Visualize ‘
( Open file... 3 € Open URL... b E & Open DB... bE Undo bE ¢ Save... )
~Filter
[ Choose ‘lNone ( Apply )
~Current relation rSelected attribute
Relation: Glass Name: RI Type: Numeric
Instances: 214 Attributes: 10 Missing: 0 (0%) Distinct: 178 Unique: 145 (68%)
~Attributes Statistic Value
No. Name Minimum 1.511
1Rl Maximum 1.534
2 Na Mean 1.518
3 Mg StdDev 0.003
4 Al
5Si
6K
[ 4 . . .
;g: Colour: Type (Nom) 3 /w\
9Fe
10 Type
Y -
3 3, 2
I_ —
1.51

Status
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000 Weka Knowledge Explorer

Preprocess | Classify | Cluster | Associate | Select attributes

| Plot Matrix RI Na Mg Al si K ‘
Type
Fe
L‘
. A:
T PR L e B S kS _;:
L — ) I
PlotSize: [100] —Y
PointSize: [1] @ ( update )
Jitter: O ( Select Attributes )
" Colour: Type (Nom) F+) ( SubSample%: ) 100
Class Colour
build wind float build wind non-£float ve! wind :t vehic wind non-£float
~Status

0006 Weka Knowledge Explorer

Preprocess | Classify | Cluster | Associate | Select attributes

| Plot Matrix RI Na Mg Al si K

| Type

iFo

RS

laln(

»
14

PlotSize: [100]

PointSize: [1] (  update )
Jitter: O ( Select Attributes )
' Colour: Type (Nom) F+) ( SubSample%: ) 100
Class Colour
build wind float build wind non-float venic wind float vehic wind non-float
~Status
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000 Weka Knowledge Explorer

Preprocess | Classify | Cluster | Associate | Select attributes

Plot Matrix RI Na Mg Al si
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