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Many time series representation schemes for classifi-
cation and clustering have been proposed. Most of the
proposed representation focuses on the prominent se-
ries by considering the global information of the time
series. The partial information of time series that in-
dicates the local change of time series is often ignored.
Recently, researches shown that the partial informa-
tion is also important for time series mining. How-
ever, the combination of these two types of information
has not been well studied in the literature. Moreover,
most of the proposed time series representation re-
quires predefined parameters. The classification and
clustering results are considerably influenced by the
parameter settings, and, users often have difficulty in
determining the parameters.
We attack above two problems by exploiting the multi-
scale property of wavelet decomposition. The main
contributions of this work are: (1) extracting features
combining the global information and partial infor-
mation of time series (2) automatically choosing ap-
propriate features, namely, features in an appropriate
wavelet decomposition scale according to the concen-
tration of wavelet coefficients within this scale. Ex-
periments performed on several benchmark time se-
ries datasets justify the usefulness of the proposed ap-
proach.

Keywords: time series, Haar wavelets, classification,
clustering, feature extraction

1. Introduction

Time series data are popularly used in various domains
like finance, bioinformatics, science and medical diag-
nosis. Many algorithms have been proposed for mining
time series data [17, 28]. Time series classification and
time series clustering are two important aspects of time
series mining. Time series classification has been suc-
cessfully used in various applications such as medical data
analysis [10, 33], sign language recognition [13], speech

recognition [21], etc. Time series clustering is a popu-
larly used preprocessing technique in stock market anal-
ysis [8], gene expression data analysis [11], and so on.
Most time series contain long sequences with high di-
mensionality, the neighbouring points within a time se-
ries have strong relationship, and normally time series are
stained by noise [17]. These properties make time series
classification and clustering challenging tasks. For effi-
ciency, most of the proposed methods classify or cluster
time series on the high level representation of time se-
ries that takes the global information of time series rather
than classifying or clustering them directly. The repre-
sentation includes Fourier Transforms [1, 26], Piecewise
Linear Representation (PLR) [19], Piecewise Aggregate
Approximation [15, 34], Regression Tree Representation
[9], Wavelets [3, 25], Singular Value Decomposition [20],
and Symbolic Representation [22], etc. Recently, Jin et
al. proposed a time series representation scheme based
on the partial information of the time series and showed
that the partial information is also important for time se-
ries mining [12]. However, to our knowledge, no work
has been done to combine these two types of information
in time series mining literature.

Most of the proposed representation schemes in the lit-
erature require predefined parameters. The data mining
algorithms are considerably influenced by the predefined
parameters [18]. This problem also holds true for time
series representation, for example, when setting the num-
ber of straight lines as the input parameter for the PLR
algorithm, the range of selection is limited from one to
the length of raw time series data. If the input parameter
is one, the representation is just a linear regression of the
whole data set, and the classification accuracy in this case
will be lower than using raw data for most data and algo-
rithms. If we choose the length of raw time series data
as the input parameter, the represented data is actually the
raw data. The selection is not trivial or easy for the users,
and as a consequence, they usually have difficulty in de-
termining the parameters. Note that a domain-transform
technique such as Fourier transform doesn’t need input
parameters itself, but the later feature extraction process
needs input parameters in most cases.
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In this paper we introduce a time series representa-
tion combining both the global information and the par-
tial information of the time series data by Haar wavelet
decomposition. Time series classification and clustering
algorithms are performed with the selected features of the
representation. We propose a novel non-parametric fea-
ture extraction algorithm that extracts the approximation
(global information) and change amplitudes (partial infor-
mation) of time series. The Euclidean distances between
the features of shifted time series and original time se-
ries are smaller than those between the raw data. Hence,
distance-based classification and clustering algorithms are
suitable for the features. The appropriate features, i.e.,
features within the appropriate wavelet decomposition
scale, are chosen with respect to the concentration of fea-
tures. The appropriate features are robust against noise
embedded in the time series. Experiments performed on
several benchmark datasets demonstrate the effectiveness
of the proposed approach.

The rest of this paper is organized as follows. Sec-
tion 2 briefly discusses the related work. Section 3 in-
troduces our feature extraction algorithm and the corre-
sponding distance-based classification and clustering al-
gorithms. Section 4 contains an comparative experimental
evaluation with the proposed approach. Finally, Section 5
concludes the paper with summarizing the main contribu-
tions of the work.

2. Related Work

A large number of wavelet-based feature extraction
techniques have been proposed. Chan and Fu introduced
an algorithm for nearest neighbor querying with Haar
wavelet coefficients, and only first few wavelet coeffi-
cients were preserved for dimensionality reduction [3].
Popivanov and Miller used first few Daubechies wavelet
coefficients instead of Haar wavelet coefficients for time
series querying [25]. Shahabi et al. proposed an algo-
rithm called TSA-tree which queries either the approxi-
mation part or detail part of Haar wavelet coefficients in a
specific scale given by the user [29]. Struzik and Siebes
defined a new time series similarity measurement on the
correlation of Haar wavelet coefficients [31]. In the sig-
nal processing community, Piter and Kamarthi chose clus-
tered wavelet coefficients as features [24]. Tancel et al.
only used approximation wavelet coefficients as input to
an ART-2 type neural network [32]. Kalayci and Ozdamar
suggested a method using eight central detail coefficients
of scale m ranging from 1 to 5 as the features [14].

To date, all the proposed methods use global informa-
tion or partial information, but no proposed algorithm
combines these two types of information. Furthermore,
no proposed work gives solution for automatically choos-
ing appropriate features for a given dataset. We propose
a method of using entropy to choose appropriate scale
which is similar in spirit to the wavelet packet algorithm
introduced by Coifman et al. [4], in which the entropy is
used to select the best basis for a wavelet packet.

3. Time Series Representation and Feature Ex-
traction

Our basic idea is to extract features from time series and
perform classification and clustering algorithms with the
extracted features. The multi-scale property of wavelets
allows us to extract features with the global information
and partial information simultaneously. After obtaining
the features, distance-based classification and clustering
algorithms can be applied in terms of the similarity be-
tween the extracted features. Therefore, we decompose
our task into three sub-procedures: (1) representing the
time series via wavelet coefficients within various scales
which contain both the global and partial information of
the time series data; (2) retrieving the features by select-
ing the appropriate scale of the representation; and (3)
designing a similarity measuring strategy, in which most
proposed similarity models could be applied. The basic
idea of Haar wavelet decomposition is introduced in Sec-
tion 3.1. We give the time series representation and cor-
responding feature extraction algorithms in Sections 3.2
and 3.3. Section 3.4 presents the method of noise reduc-
tion with the features. We suggest the similarity measure
strategy and its corresponding classification and cluster-
ing algorithms in sections 3.5.

3.1. Haar Wavelet Decomposition
Wavelet transform is a domain transform technique for

hierarchically decomposing a sequence from time domain
to a time-frequency domain [2]. It describes a time se-
ries in terms of an approximation of the original sequence,
plus a set of details that range from coarse to fine with var-
ious scales. The multi-scale property of wavelet transform
allows us to observe a time series with different aspects,
from very detail to very board. One property of wavelets
is that the broad trend of the input sequence is preserved
in the approximation part, whereas localized changes are
kept in the detail parts. No information is gained or lost
during the decomposition process. The original signal can
be fully reconstructed from the approximation part and
the detail parts.

The Haar wavelet is the simplest and most popular
wavelet proposed by Haar. The benefit of the Haar
wavelet is that its decomposition process has low com-
putational complexity. Given a time series with length n,
where n is an integral power of 2, the complexity of Haar
decomposition is O�n� [3]. The Haar wavelet decomposi-
tion process needs a pair of sequences associated with it.
The sequences are called wavelet analysis filters, denoted
as �hk�gk�. The Haar wavelet analysis filters hk and gk are
given by

hk � �1�
�

2�1�
�

2� and gk � �1�
�

2��1�
�

2��

Haar wavelet decomposition can be implemented by a
two-step process: down-sampling and a convolution with
the down-sampled series and wavelet analysis filters. The
length of the input time series is restricted to an inte-
ger power of 2 in the process of wavelet decomposition.
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The series will be extended to an integer power of 2 by
padding zeros to the end of time series if the length of the
input time series doesn’t satisfy this requirement.

A time series
��
X � �x1�x2� � � � �xn� can be decomposed

into an approximation part
��
A1 � ��x1 � x2��

�
2��x3 �

x4��
�

2� � � � ��xn�1 � xn��
�

2� and a detail part ��D1 �

��x1� x2��
�

2��x3� x4��
�

2� � � � ��xn�1 � xn��
�

2�. The��
A1 are approximation coefficients within scale 1 and

��
D1

are detail coefficients within scale 1. The approxima-
tion coefficients and detail coefficients within a particu-
lar scale j,

��
Aj and ��Dj, both having length n�2 j, can be

decomposed from
���
Aj�1, the approximation coefficients

within scale j� 1 recursively. The ith element of
��
Aj is

calculated as

ai
j �

1�
2
�a2i�1

j�1 �a2i
j�1�� i � �1�2� � � � �n�2 j�� . (1)

The ith element of ��Dj is calculated as:

di
j �

1�
2
�a2i�1

j�1 �a2i
j�1�� i � �1�2� � � � �n�2 j�� . (2)

The number of decomposing scales for ��
X is J �

log2�n�.
��
AJ only has one element denoting the global av-

erage of ��X .
The reconstruction algorithm just is the reverse process

of decomposition. The
���
Aj�1 can be reconstructed by for-

mulas (3) and (4).

a2i�1
j�1 �

1�
2
�ai

j �di
j�� i � �1�2� � � � �n�2 j� . . (3)

a2i
j�1 �

1�
2
�ai

j�di
j�� i � �1�2� � � � �n�2 j�� . . (4)

3.2. Time Series Representation and Feature Ex-
traction

The concatenation of decomposed wavelet coefficients
of a time series

��
X � �x1�x2� � � � �xn� to a particular scale

k � �1�2� � � � �J� shown in Eq.(5) is a representation of ��X .
An example of decomposing a time series to scale 2 is il-
lustrated in Fig.1. The ��X can be fully reconstructed from����
Wk�X� without losing any information.

����
Wk�X� � �

����
Ak�X��

����
Dk�X�� � � � �

����
D2�X��

����
D1�X��� . (5)

Chan et al. proved that the Euclidean distance is pre-
served through a Haar wavelet transform [3]. Assume
we have two time series ��X � �x1�x2� � � � �xn� and ��Y �

�y1�y2� � � � �yn�, the Euclidean distance between ��X and��Y
is

Disc�
��
X �
��
Y � �

�
n

∑
i�1

�xi� yi�2 . . . . . . . (6)

The Euclidean distance between
����
Wk�X� and

����
Wk�Y �,

Disc�
����
Wk�X��

����
Wk�Y �� is equal to Disc�

��
X �
��
Y �. In this case,

if we just use ��Wk as the features for a distance based clas-
sification or clustering algorithm, the result should be the

Fig. 1. An example of a time series and its wavelet coeffi-
cients to scale 2.

same with that gotten from the original time series.
The ith element of

��
Aj corresponds to the segment in

the series ��X starting from position �i�1��2 j �1 to po-
sition i � 2 j. The ai

j is proportional to the average of
this segment and thus can be viewed as the approxima-
tion of the segment. Thus the approximation coefficients
within different scales provide an understanding of the
major trends in the data at a particular level of granu-
larity. From Eq.(2), we know that the detail coefficients
��
Dj � �d1

j �d
2
j � � � � �d

n�2 j

j � contain local changes of time se-
ries. Thus the absolute values of the detail coefficients
described in Eq.(7) denote the amplitude of local changes.

���Dj�� ��d1
j �� �d2

j �� � � � � �dn�2 j

j ��� . . . . . . . (7)

We define the concatenation of decomposed wavelet ap-
proximation coefficients

����
Ak�X� and the absolute values

of decomposed wavelet detail coefficients �����Dj�X��� j �
1�2� � � � �k to a particular scale k (k � �1�2� � � � �J�) of a time
series ��X as features.

����
Fk�X� � �

����
Ak�X�� �����Dk�X��� � � � � �����D2�X��� �����D1�X���� (8)

This definition helps to overcome the well-known
problem posed by the fact that wavelet coefficients are
sensitive to shifts of series. The Euclidean distance
Disc�

����
Fk�X��

����
Fk�Y �� between the features of two time se-

ries ��X and ��Y is����∑
i

�ai
k�
��
X ��ai

k�
��
Y ��2 �

k

∑
j�1

∑
i

��di
j�
��
X ��� �di

j�
��
Y ���2�

. . . . . . . . . . . . . . . . . (9)

Because �x� � �y� � x � y, we obtain
Disc�

����
Fk�X��

����
Fk�Y �� � Disc�

����
Wk�X��

����
Wk�Y ��, and

Disc�
����
Wk�X��

����
Wk�Y �� � Disc�

��
X �
��
Y �. If ��

X and ��
Y

denote the original time series and shifted time series
respectively, this inequation is still tenable.
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3.3. Appropriate Scale Selection

Normally, for a time series ��X , the first few coefficients
of
����
WJ�X� are taken as features after decomposing ��X to

the scale J [3, 25]. From Eq.(3) and Eq.(4), it’s easy to ob-
serve that the first few wavelet coefficients are correspond
to the approximation wavelet coefficients in lower scales
including the global information of X . However, setting
the parameter k is not easy for the users and the later clas-
sification or clustering process are affected by poorly cho-
sen parameter settings. A non-parametric feature extrac-
tion algorithm without any input parameter is more conve-
nient to the users. For our definition of features, the non-
parametric feature extraction algorithm needs to find out
which features associated with a specific scale are better
than others for classification and clustering automatically.

If the energy of wavelet coefficients within a scale is
concentrated in a few coefficients then just those impor-
tant coefficients can represent the whole, with low error.
This scale may give valuable information for classifica-
tion and clustering. We need a function to describe the en-
ergy concentration of the wavelet coefficients. The func-
tion should be large when coefficients are largely the same
value, and small when all but a few coefficients are neg-
ligible. Shannon entropy [30], which is a measure of im-
purity within a set of instances satisfies our requirement,
is defined as

H ��∑
i

pi log2 pi� . . . . . . . . . . . (10)

The appropriate decomposing scale is defined as the
scale with the lowest entropy. The appropriate features of
a time series are defined as the wavelet coefficients within
an appropriate decomposing scale.

Appropriate scale � argmin
k

�
�∑

i

pi
k log2 pi

k

�
. (11)

here pi
k � �Fi

k �X���∑n
i�1 �Fi

k�X�� is the proportion between
the absolute value of a coefficient in a feature and the sum
of the absolute values of a whole feature. pi

k is propor-
tional to the energy ratio of each coefficient to coefficients
within a feature. pi

k has properties ∑i pi
k � 1 and pi

k 	 0.

3.4. Noise Reduction on the Appropriate Features

The idea of wavelet noise reduction is based on the as-
sumption that the amplitude of the spectra of the signal
is as different as possible from that of noise [5, 6]. If a
signal has its energy concentrated in a small number of
wavelet coefficients, these coefficients will be relatively
large compared to the noise, which has its energy spread
over a large number of coefficients. This allows threshold-
ing of the amplitude of the coefficients to separate signals
or remove noise. The thresholding is based on a value τ
that is used to compare all the detail coefficients. Appro-
priate scale, as defined in section 3.3, should be robust to
the noise because the energy of true signal gets concen-
trated in a few coefficients and the noise remains spread
out in that scale. Hence the energy of the few coeffi-
cients is much larger than that of noises and these large

coefficients can dominate the classification or clustering
process. To verify the claim, we will compare the clas-
sification and clustering results with and without noise-
reduction in the experiments.

Donoho and Johnstone [6] gave the threshold as τ �

σn

�
2log�N�; here σn is the standard variation of noise,

and N is the length of the time series. Because we don’t
know the σn of the time series in advance, we estimate
it by the robust median estimation of noise method de-
scribed in [6]. The robust median estimation is the me-
dian absolute deviation of the detail wavelet coefficients
at scale one, divided by 0.6745.

The widely used hard thresholding algorithm is a pro-
cess of setting the value of detail coefficients whose ab-
solute values are lower than the threshold to zero [5].
The hard thresholding algorithm for features defined in
Eq.(11) is described in Eq.(12).

Thre��di
j�� �

� �di
j�� �di

j�� τ
0� �di

j� � τ � . . . . . . (12)

3.5. The Similarity Strategy and its Corresponding
Classification and Clustering Algorithms

For two series with the same length, their corre-
sponding appropriate scales may not be equal. We
can’t compare the similarity of two sets of appro-
priate features directly because the meaning of each
data entry is different. For example, consider a
time series ��X � �x1�x2�x3�x4� with appropriate scale
1 and a time series

��
Y � �y1�y2�y3�y4� with appropri-

ate scale 2. The features of series
��
X are

����
F1�X� �

�a0
1�
��
X ��a1

1�
��
X �� �d1

1�
��
X ��� �d1

1�
��
X ��� and the features of se-

ries ��Y are
����
F2�Y � � �a1

2�
��
X �� �d1

2�
��
X ��� �d2

2�
��
X ��� �d3

2�
��
X ���.

Comparing detail coefficients with approximation coeffi-
cients will induce errors and be meaningless.

To avoid this problem, we merge the distance of fea-
tures within different appropriate scales. The distance of
two features is replaced by the average of distance com-
puted on two features with different appropriate scales.
Suppose a time series

��
X with appropriate scale m and

another time series ��Y with appropriate scale n, the dis-
tance between the appropriate features of ��

X and ��
Y ,

Disc�
����
Fm�X��

����
Fn�Y ��, is defined as �Disc�

����
Fm�X��

����
Fm�Y ���

Disc�
����
Fn�X��

����
Fn�Y ����2. We can simply use distance-

based classification and clustering algorithms for the pro-
posed similarity strategy.

3.5.1. 1-NN Classification Algorithm Using the Proposed
Similarity Strategy

The classification algorithm is implemented by means
of the 1-nearest neighbor algorithm (1-NN) [23], which
we call WCANN (Wavelet Classification Algorithm
based on 1-Nearest Neighbor). Table 1 shows an out-
line of the classification algorithm. The input is S �

���S1 �
��
S2 � � � �� consists of a set of labeled time series data

(the trained time series datasets) and ��X (a new emerged
testing time series). The output is xc, the label of ��X . ��X
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Table 1. The WCANN algorithm.

Input: S, ��X
For each training example

��
Si , calculating its appro-

priate scale mi and corresponding appropriate features�����
Fmi�Si�;
Given a testing instance ��X , calculating its appropriate
scale n and appropriate features

����
Fn�X�;

best-so-far = inf;
for i = 1 to length(S) do

Calculate Disc�
�����
Fmi�Si��

�����
Fmi�X��;

Calculate Disc�
����
Fn�Si��

����
Fn�X��;

Disc�
�����
Fmi�Si��

����
Fn�x�� � �Disc�

�����
Fmi�Si��

�����
Fmi�X���

Disc�
����
Fn�Si��

����
Fn�X����2

if Disc�
�����
Fmi�Si��

����
Fn�x��� best-so-far then

pointer-to-best-series k � i;
best-so-far = Disc�

�����
Fmi�Si��

����
Fn�X��;

end if
end for
return xc = the label of k;

will be labeled as a member of a class if and only if,
the distance between ��X and one instance of the class is
smaller than between other instances.

The classification algorithm for noise reduced coeffi-
cients, WCANR (Wavelet Classification Algorithm with
Noise Reduction), is similar to the WCANN algorithm.
The only difference is that the noise within appropriate
features is reduced before classification.

3.5.2. Hierarchical Clustering Using the Proposed Simi-
larity Strategy

Clustering is one of the commonly used data mining
tasks for discovering natural groups and identifying inter-
esting patterns based on the similarity of data. Clustering
is widely applied as a preprocessing procedure within a
complex algorithm, it also can be used alone for describ-
ing the data.

Hierarchical clustering groups of data instances into a
tree of clusters which is one of the best known cluster-
ing methods. The hierarchical clustering algorithms can
be divided into agglomerative and divisive clustering, in
terms of whether the hierarchical decomposition is carried
in a bottom-up or top-down way [7]. As the computation
of decomposition is normally simple for the agglomera-
tive procedures, we only use agglomerative clustering al-
gorithm with the proposed similarity strategy.

Given a set of N time series to be clustered, we generate
a N
N distance matrix consisted of the pair-distance be-
tween each of two time series using the defined similarity
strategy. The basic process of agglomerative hierarchical
clustering is described as below:

1. Assign each time series to its own cluster. For the
given N time series, we now have N clusters, each

containing just one time series. Let the distances be-
tween the clusters equal to the distances between the
time series they contain.

2. Find the closest (most similar) pair of clusters and
merge them into a single cluster, after that we have
one less cluster.

3. Compute distances between the new cluster and each
of the old clusters.

4. Repeat steps 2 and 3 until all items are clustered into
a single cluster of size N.

4. Experimental Evaluation

To show the effectiveness of our approach, we per-
formed experiments on five benchmark time series
datasets. We compared the classification accuracy of
our feature extraction algorithm with other feature ex-
traction algorithms. All the feature extraction algorithms
were compared with the one-nearest-neighbor algorithm
(1-NN), evaluated by leave-one-out cross validation. We
also compared the clustering result of using features to
that of using original time series. The single linkage is
used for the agglomerative hierarchical clustering.

4.1. Data Description
We used five datasets (CBF, CC, Trance, Gun and

Realitycheck) from the UCR Time Series Data Mining
Archive [16]. As we need the label information, we only
took the classified datasets for experiments. There are six
classified datasets in the archive. The Auslan data is a
multivariate dataset with which we can’t apply our ap-
proach directly. All the other five datasets are used in
our experiments. Realitycheck data only has one instance
within each cluster that is too simple for classification, we
only used it for clustering. The main features of the used
data sets are described as below.

� Cylinder-Bell-Funnel (CBF): Contains three types of
time series: cylinder (c), bell (b) and funnel (f). UCR
Archive provides the source code for generating the
samples. We generated 128 time series for each class
with length 128.

� Control Chart Time Series (CC): This data set has
100 instances for each of the six different classes of
control charts.

� Trace dataset (Trace): The 4-class dataset contains
200 instances, 50 for each class. The dimensionality
of the data is 275.

� Gun Point dataset (Gun): The dataset has two
classes, each containing 100 instances. The dimen-
sionality of the data is 150.

� Reality Check dataset (Realitycheck): This data set
has 14 instances consists of data from different do-
mains. The length of each time series is 1000.
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Table 2. The error rates (%) produced by various feature
extraction methods with 1-NN classification algorithm for all
four data sets.

Methods CBF CC Gun Trace
WCANN 0.26 0.67 4.5 7.5
WCANR 0.26 0.67 4.5 7.5
WC-NN 0.54 1.73 7.25 12.39
DFT-NN 0.41 2.52 6.48 10.84
SVD-NN 0.61 2.29 5.99 12.37
NN 0.26 1.33 5.5 11

4.2. Classification Results
We only used Euclidean distance for all the 1-NN al-

gorithms in our experiments because it is the most com-
monly used distance measures. Note that Dynamic Time
Warping (DTW) as a similarity measure can achieve
very high accuracy (even no error) for some time series
datasets [27]. However, one of the well-known drawbacks
of DTW is that it needs quadratic time and space com-
plexity that is only useful for short time series. The ac-
curacy of the classified results is measured by error rates.
We compared six different feature extraction algorithms
with 1-NN for the CBF, CC, Trace and Gun data sets de-
scribed above. WCANN and WCANR are our proposed
algorithms described in section 3.5. NN is the 1-nearest
neighbor algorithm that uses the raw data [17]. WC-NN
is the algorithm that extracts first few Haar wavelet coef-
ficients as features [3]. DFT-NN is the algorithm using
first few Fourier coefficients as features [26]. SVD-NN
uses Singular Value Decomposition (SVD) to generate a
low-rank matrix for approximating the whole set of time
series [20]. As WC-NN, DFT-NN and SVD-NN don’t
give the solution for choosing feature dimensionality, we
take the average error rates with all possible feature di-
mensions produced by these algorithms. Table 2 gives
the error rates produced by various feature extraction al-
gorithms with 1-NN classification algorithm.

The WCANN algorithm achieves the same classifica-
tion accuracy as the WCANR algorithm on all the four
data sets. Noise reduction upon the extracted appropri-
ate features doesn’t affect the classification result, i.e., the
appropriate features are robust against noise in terms of
classification. WCANN and WCANR take the same clas-
sification accuracy with NN algorithm on CBF data and
higher accuracy on other three datasets. WCANN and
WCANR algorithm outperform WC-NN, DFT-NN and
SVD-NN on classification accuracy for all the datasets
used.

4.3. Clustering
Hierarchical clustering is good for comparing different

data representation by visually observing the dendrogram
of the clustering tree [17]. For time series data, the intu-
itive feeling of the natural time series groups can be used
as the clustering quality measure. Fig.2 shows the dendro-
gram produced by agglomerative hierarchical clustering

Fig. 2. The dendrogram generated by agglomerative cluster-
ing algorithm for original Realitycheck data set, single link-
age is used.

Fig. 3. The dendrogram generated by agglomerative clus-
tering algorithm with the features of Realitycheck data set,
single linkage is used.

algorithm with the original time series. The extracted fea-
tures and noise-reduced features produce the same clus-
tering results and the results are shown in Fig.3. The ex-
tracted features are not affected by the noise during the
clustering process for the used datasets. The extracted
features are robust against noise in terms of clustering.
The subgroup contains instances �11�12� and the sub-
group contains instances �13�14� are similar. They are
successfully clustered into one subgroup with our defined
features shown in Fig.3 and are not in the same subgroup
with the original time series shown in Fig.2.

5. Conclusions

We exploited the multi-scale property of Haar wavelet
transform to extract features combining the global infor-
mation and partial information together. We proposed a
method for automatically choosing the appropriate fea-
tures by the concentration of the feature coefficients. We
proposed a distance strategy for the appropriate features
with which distance-based classification and clustering
algorithms can be easily applied. We conducted exper-
iments on several widely used time series datasets and
compared the classification results of our algorithms and
those of other four algorithms. Our algorithms outper-
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formed other four algorithms on classification accuracy.
We also compared the clustering results produced by the
appropriate features and the original time series. The ap-
propriate features could create more natural groupings of
the data. The experimental results showed that the appro-
priate features always produce the same classification and
clustering results with noise-reduced appropriate features.
It indicates that several important coefficients within the
appropriate features dominate the classification and clus-
tering processes. The extracted appropriate features are
robust against noise in terms of classification and cluster-
ing.
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