2023 15th International Conference on Knowledge and Systems Engineering (KSE) | 979-8-3503-2974-2/23/$31.00 ©2023 IEEE | DOI: 10.1109/KSE59128.2023.10299437

Constructing a Closed-Domain Question Answering
System With Generative Language Models

Hung Le
Japan Advanced Institute of Science and Technology
Nomi, Japan
hungle @jaist.ac.jp

Jiaying Ni
Japan Advanced Institute of Science and Technology
Nomi, Japan
jiaying @jaist.ac.jp

Abstract—Generative language models such as ChatGPT are
good at producing answers for questions whose answers are
publicly available. For questions about private organization
documents, such models cannot perform well due to the fact that
they were not trained on these documents, hence the knowledge
was not embedded in their parameters. On the other hand,
traditional Question Answering (QA) systems with a Retriever
and a Reader model are interpretable and can be trained quickly
on private documents, but they require laborious annotation. The
output of QA systems is a span of text, which is not friendly to
the end users as well. In this paper, we proposed a framework
for generating closed-domain QA data set in a semi-automatic
manner, reducing human efforts. An organization-specific QA
data set was created based on this framework. Additionally, we
fine-tuned a traditional open-domain QA model on the newly
created data set, and combine the output of this model with
recently released language models to improve the naturalness
of the response. Finally, we present our results and discuss the
findings.

Index Terms—closed-domain question answering, generative
language models, natural language processing

I. INTRODUCTION

The goal of a Question Answering (QA) system is to return
accurate answers for given questions in natural language from
a user. Generally speaking, two main types of QA systems
are open-domain QA and closed-domain QA. In an open-
domain QA, the users expect the system to be able to answer
questions about any domain whose topics may not be related
to each other. Wikipedia articles are the most popular data
source for developing this kind of system. At the other end
of the spectrum, closed-domain QA models are expected to
answer questions about a much narrower domain, for example,
questions about the internal documents of an organization. Due
to the specialized and sensitive aspect of the documents, it is
difficult to obtain the annotation necessary to train machine
learning models for closed-domain QA systems.

There are three main paradigms proposed to solve the QA
task. In DrQA [1], the authors proposed an open-domain QA
system that contains a Document Retriever and a Document
Reader. In this paradigm, the retriever is responsible for
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determining the small subset of relevant documents from the
large corpus, while the reader is responsible for finding the
answer spans within this subset of documents. With the advent
of the Transformer architecture, a new paradigm, where the
retriever and the reader could be jointly trained in an end-to-
end manner, emerged. Some works which could be classified
within this paradigm are R? [2], ORQA [3], REALM [4],
and DPR [5]. Lastly, the third paradigm is composed of only
a generative model, and the answers are no longer a span
of text within a document. Instead, the knowledge is learned
during training and embedded within the weights of models.
OpenAI’'s ChatGPT is currently perhaps the most prominent
system that falls into this category.

While generative large language models can store some
factual knowledge in their parameters and produce responses
in a natural tone, they have their own flaws. First, the answers
from these models are not tractable - there is no simple way to
determine the original source of the answers since the models
fused all the knowledge together when next word prediction is
the objective function. One problem that arises from this flaw
is known as “hallucination” - the model produces plausible but
incorrect answers. Second, these models are very expensive to
train or even fine-tune, hence their knowledge cannot be easily
updated to fit domain-specific needs.

Identifying these gaps, this work aims to develop a closed-
domain QA system combining the advantages of traditional
QA and generative language models while minimizing their
flaws. In particular, our main contributions are:

o We proposed a framework for semi-automatically gener-
ating the data set needed to train a traditional QA. The
framework reduced human efforts by using a generative
language model for making the questions.

o Applying the framework, we constructed an organization-
specific data set and fine-tuned a Reader model on this
data set. The experiment results show that leveraging
a fine-tuned open-domain QA model is more beneficial
than fine-tuning from scratch.

e By combining the output of the Reader model with a
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generative language model using the prompting tech-
nique, we show that domain-specific factual-grounded
answers can be obtained without the need to fine-tune the
generative language model. In addition, the naturalness of
the responses was partly verified by human evaluators.

II. RELATED WORK
A. Question Answering systems

Traditionally, QA research focuses on extracting answers
from unstructured documents. In DrQA [1], the authors pro-
posed a Retriever and a Reader as basic components for the
QA system. Since then, much research has been dedicated
to improving the performance of each component and the
overall structure. More recently, BERTserini [6] fine-tuned a
BERT model as the Reader model and combined it with the
Anserini [7] toolbox to create a QA system over a large corpus
of Wikipedia articles. In [8], the paragraphs in the same article
are linked together, and a graph-based approach with a Graph
Retriever and a Graph Reader was developed. Graph-based
approaches for QA were further explored in [9], [10].

B. Large Language Models

Building on top of the Transformer architecture [11], large
language models such as BERT [12] and its variants (e.g.,
[13], [14]) have to bring many successes to natural lan-
guage processing applications. Two main types of language
models are masked language models for natural language
understanding [12] and auto-regressive language models for
natural language generation [15]. As researchers scale the sizes
of the auto-regressive models, some new properties appear,
referred to as “emergent abilities” of language models [16].
This finding aligns with the “scaling law of language models”
- scaling the models’ sizes improves the models’ qualities to
some extent. As these models are getting larger and larger, it
becomes more and more expensive to train or fine-tune them.

C. Memory-based Architectures

Memory-based architectures refer to architectures with an
external memory supporting the neural networks model. This
design shares some similarities with memory networks [17].
Some work has studied the utility of using external memory to
support dialog or QA systems (e.g. [18], [19]). In this paper,
the memory is the BM25 [20] index of the data set. Similar to
[21], two key features of our memory are (i) human-readable,
the memory is in natural language, and (ii) human-writable, it
is possible to edit the document index.

D. Retrieve-and-Edit approaches

Some of the previous works have attempted to first retrieve
the answers and then modify them for the final output (e.g.,
[22], [23]). This approach is known as the Retrieve-and-Edit
approach [22]. Some successful applications of this approach
include Machine Translation, Semantic Parsing, and Question
Answering [21]. Our work can be seen as under the category
of this framework.

III. METHODS

Figure 1 shows the overall architecture of our approach.
Broadly speaking, the architecture could be separated into
three distinct components: Information Retrieval (IR), Reading
Comprehension (RC), and Retelling (RT). The main purpose
of the IR component is to find top-k relevant contexts to a
question from a large pool of contexts. In our system, the
contexts are closed-domain knowledge - paragraphs obtained
from JAIST’s Handbook for Students and some of the faculties’
web pages. We use the terms paragraph and context inter-
changeably in this paper. Once relevant contexts are obtained,
the RC component will read each of the relevant contexts and
return the span of text with the highest probability of being
the answer. Most of the time, the span of text is not a full
sentence, so the last RT component will take this text span and
paraphrase it to create a user-friendly answer. From another
point of view, the extractive answer from the RC could be
seen as an external knowledge source that directs the RT’s
generative model to generate fact-based answers.

As in the traditional QA system, the Retriever in IR and
the Reader in RC need to be trained in a supervised manner.
Constructing a data set such as the SQuAD data set [24] is a
laborious (and expensive) task, so we resolved to a question
generation model to aid the construction of our data set.

A. Models and algorithm

1) Data set construction: As mentioned above, we use a
question generator and a pre-trained Reader model to assist
us in the creation of a closed-domain QA data set. Fig. 2
shows the pipeline to generate the data set. Given a domain-
specific paragraph, the Question Generator will generate a set
of questions related to the paragraph. A pre-trained Reader
then extracts the answers to the questions from the paragraph.
Finally, a human is responsible for making sure that the
questions and the answers are correct, as well as adding
additional questions/answers if necessary.

For the Question Generator, we used a T5-for-question-
generation model!. Given a context, this model was trained
end-to-end to generate multiple questions simultaneously, as
suggested in [25]. We utilized Haystack’s Question Generation
implementation for this model?. For the Reader, we used a
fine-tuned BERT-based model, which is described in more
detail in section III-A3.

We developed a web-based interface to help with the
Human Verification step during the data set generation process.
This interface is an extension of the QA-Annotator GitHub
project® with additional features added by us: the ability
to import SQuAD’s style data set, the ability to mark a
question/answer pair as correct, ability to quickly modify the
auto-generated pairs. Our experience showed that using the
interface significantly reduced the time needed for verifying
the question/answer pairs.

Thttps://huggingface.co/valhalla/t5-base-e2e-qg
Zhttps:/docs.haystack.deepset.ai/docs/question” generator
3https://github.com/impyadav/QA-Annotator
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Fig. 1. Overall architecture of our proposed method

2) Retriever: For the Retriever, we used the classical BM25
algorithm [20]. This algorithm is fast and does not require the
encoding of the query at inference time like Dense Passage
Retrieval [5]. We briefly describe the BM25 algorithm below.

Given a query @, in order to calculate the BM25 score of a
document D, we first need to calculate the inverse document
frequency (IDF) for each keyword ¢; in Q:

N — n(ql) +0.5

IDF(g) = (=570

+1) (D

where N is the total number of documents and n(g;) is
the number of documents containing the keyword ¢;. Then,
the BM25 score of a document D given the query ) can be
calculated according to the following formula:

score(D, Q) = i:IDF(CIi) :
i1 (2)
flgi, D) - (ki +1)

F(@i, D) + k- (1= b+b- 20

where f(g;, D) is defined as the number of times the keyword
g; occurs in D, |D| is the number of words in D, avgdl is
the average document length of all the documents. k; and b
are free parameters.

3) Reader Model: The job of the Reader is to identify the
correct span of text in the paragraph as the answer to a given
query. For the Reader, we further fine-tune the BERT Reader
models introduced by [26]. In particular, this reader is based on
BERT [12] model with one difference: the final softmax layer
over different answer spans is removed. We used BERTserini-
base and BERTserini-large with 110M and 345M parameters,
respectively. These models were fine-tuned on the SQuADI.1
QA data set, which makes them suitable for our task.

4) Generative Language Models: For the RT component,
we tested with two generative models, namely LLaMA
(vl) [27] and Alpaca [28], [29]. For both models, we used
the efficient 7B parameters version*. LLaMA is a family of

“https://github.com/ggerganov/llama.cpp

models trained on trillions of tokens, and Alpaca is a fine-
tuned version of LLaMA with instruction-following data aim
to follow instructions.

Since the two models were meant for two different tasks,
we created different prompt templates for them. In particular,
let < @@ > be the question from the user and < A > be the
extracted answer from the RC component, then the prompt
template for LLaMA is:

Transcript of a dialog, where the Student
interacts with an Assistant named AskJAIST.
AskJAIST is helpful, kind, honest, good at
writing, and never fails to answer the
Student’s requests immediately and with

precision, using the Student’s hints.
User: <Q> (hint: <A>)
AskJAIST:

And the prompt template for Alpaca is:

Below is an instruction that describes a
task. Write a response that appropriately
completes the request.

User: User asked the question: <Q>. The
answer is: <A>. Generate an appropriate
answer to the question.

AskJAIST:

B. Experiments

To conduct the experiments, first, we constructed the data set
as described in section III-A1. Then, we trained Reader models
on the newly generated data set to get the extractive answers
for the questions. Lastly, we used the extractive answers as
guidelines for the generative models. In section IV, we present
the evaluation methods and main findings of our work.

IV. RESULTS

A. Evaluation methods

The evaluation of our method contains two parts: evaluating
the quality of the fine-tuned Reader models and evaluating the
output of the generative model.
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TABLE I TABLE II

EXAMPLE EXTRACTIVE RESPONSES
WITH AND WITHOUT THE READER’S OUTPUT

Name Content

Where can I find a textbook?
JAIST library

Question
Extractive answer

The textbook you’re looking for is available
at the Main Library.

JAIST library has textbooks.

LLaMA

LLaMA + prompt

Textbooks are typically available through your
school’s bookstore or online retailers such as
Amazon, Barnes and Noble, Chegg, and others.
You may also be able to find used textbooks
on websites such as Craigslist or eBay.

Alpaca

JAIST library has a wide selection of textbooks
in various languages, including English and
Japanese. You can search for books by keyword
or browse through the categories to find the
book you need.

Alpaca + prompt

To evaluate the quality of the Reader, we follow previous
work (i.e. [1], [6]) and use exact match (EM), F1-score (at the
token level), and recall (R - as defined in [6]) as the evaluation
metrics on the development set.

To evaluate the quality of the RT component, we selected
20 random samples from the development set, generated the
abstractive answers, and finally, five human students were
asked to rate the responses according to 5 metrics: Correct-
ness, Naturalness, Specificity, Helpfulness, and Preference. For
the Correctness metric, the evaluators were asked to decide
whether the abstractive answers correctly reflect the extractive
answers to the questions. Table I shows an example of the
abstractive responses (the evaluators were asked to evaluate
the responses from the “LLaMA + prompt” and the “Alpaca
+ prompt”, our system results are shown in bold) and table II
shows the description of the human evaluation metrics.

HUMAN EVALUATION METRICS FOR THE RETELLING COMPONENT.
(1 IS HIGHLY DISAGREE, 5 IS HIGHLY AGREE)

Metric Question for Evaluator Scale
Correctness Do you think this response reflects the Yes or No
question and the answer?
Naturalness ~ How natural is this response? 1to5
Specificity How specific is this response? 1to5
Helpfulness ~ How helpful is this response? 1to5
Which of the two responses do you R1 (Alpaca) or
Preference 1 ofer more? R2 (LLaMA)

TABLE III
TYPES OF QUESTIONS IN THE DATA SET
(QT: QUESTION TYPE, N: NUMBER OF OCCURRENCES)

QT n | QT n | QT n | QT n
What 729 | When 35 | How much 10 | How often 3
Where 115 | How long 33 | What kind 0 | What time 1
How 87 | How many 30 | Why 7 | How far 1
Who 55 If 11 | Which 3 Other types 406

B. Main Results

1) Data set generation: The first result of this paper is the
construction of a new closed-domain QA data set. Applying
the pipeline shown in Fig. 2, a total of 1535 question/answer
pairs from 385 paragraphs were generated. The paragraphs
were collected from JAIST’s Handbook for Students and some
of the faculties’ web pages. Using simple prefix string match-
ing, the number of questions belong to each type of question
was calculated in Table III. Since each question was generated
from a single paragraph (hence the answer for the question is
within the paragraph), the generated data set contains single-
hop questions.

We then divided the data set into training sets (308 para-
graphs with 1198 question/answer pairs) and development
sets (77 paragraphs with 337 question/answer pairs) for our
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TABLE IV
RESULTS ON DEVELOPMENT SET
(HIGHER IS BETTER)

Model EM 1T FlI1 R
BERT-base-uncased 0.59 1044 17.59
BERT-base-uncased + Fine-tune 36.50 5397 62.26
BERT-base Serini 56.38 68.79 69.71
BERT-base Serini + Fine-tune 5549 69.38 73.89
BERT-large-uncased 0.0 7.80 17.29
BERT-large-uncased + Fine-tune  48.96 64.33  69.02
BERT-large Serini 53.71 68.76  69.01
BERT-large Serini + Fine-tune 55.49 69.83 73.56

TABLE V
HUMAN EVALUATION OF THE ABSTRACTIVE ANSWERS
(AVERAGE RESULTS OF FIVE EVALUATORS £+ STANDARD DEVIATION;
CORRECTNESS SCALE: 0 TO 1; OTHER METRIC SCALES: 1 TO 5)

Metric LLaMA Alpaca
Correctness  0.97 £0.03 0.92+£0.15
Naturalness 4.11+£0.89 4.15+£0.75
Specificity 3.81£0.63 4.43+0.59
Helpfulness  4.06 +£0.56 4.14 £0.72

experiments.

2) Fine-tuned Reader result: Table IV shows the results of
the Reader models. BERT-base and BERT-large indicate the
BERT version we used. Serini indicates that the version was
fine-tuned on the SQUAD QA data set. Fine-tune indicates that
we additionally fine-tune the model on our own data set.

3) Results of generative answers: Table V shows the
average human evaluation results on the answers generated
by LLaMA and Alpaca models. In addition, on average,
evaluators prefer the Alpaca’s answers over the LLaMA’s ones
(57% preference for Alpaca).

V. DISCUSSION

The results from Table IV show that the fine-tuned models
perform much better than the original in the case of BERT-
base-uncased and BERT-large-uncased. This result, however,
is still lower than Serini’s versions (fine-tuned on the SQuUAD
data set). Lastly, fine-tuning domain-specific data sets on top
of Serini’s versions achieve the highest performances. Table IV
suggests that it is beneficial to use models trained on open-
domain QA for closed-domain QA tasks, and if possible, the
models should be additionally fine-tuned on the closed-domain
data set.

The example from Table I demonstrated that the generative
models give very general responses without incorporating the
extractive answer. With the extractive answer, the system is
able to direct the models to generate more specific statements
while combining its own internal knowledge. Furthermore, the
extractive answer serves as an external source since it is linked
to the original paragraph, making it possible for the end user
to verify the generative models’ outputs.

Our work contains some limitations. First, we found that
sometimes the auto-generated questions do not make sense.

TABLE VI
EXAMPLE OF THE MODEL GENERATES INCORRECT ANSWER

Name Content
What is NOT allowed to continue to stay in Japan
Question under the Immigration Control and Refugee

Recognition Act?

Extractive answer  If you have a leave of absence

You are allowed to continue to stay in Japan under
the Immigration Control and Refugee Recognition
Act if you have a leave of absence.

LLaMA + prompt

If you are on a leave of absence, then you are not
allowed to stay in Japan under the Immigration
Control and Refugee Recognition Act.

Alpaca + prompt

This problem could potentially be overcome by modeling
better question generation models. Another problem with
the auto-generated questions is they usually contain the
words/phrases in the paragraphs, while real-world questions
by users usually differ from the paragraphs. The second
limitation is that sometimes the language models generate
plausible but incorrect answers. As an example, in Table VI,
LLaMA generated an incorrect answer, while Alpaca gener-
ated a correct answer. Thirdly, the human evaluation method
is somewhat subjective, a more objective large-scale version
could be explored to better understand the system’s outputs.
Lastly, generative language models are known to be “unsafe”,
and this paper has not addressed the safety problems of using
them yet.

VI. CONCLUSION AND FUTURE WORK

In this paper, we developed a closed-domain QA sys-
tem from private organization documents, combining tradi-
tional QA and generative large language models. By semi-
automatically data generation, we improved the efficiency of
generating a closed-domain QA data set and reducing human
work. Furthermore, we fine-tuned open-domain QA models
on the newly created data set and showed the possibility
of producing natural, domain-specific, and factual-grounded
answers with generative language models.

Although we get relatively reasonable results from gen-
erative language models for our closed-domain QA system,
several improvements are feasible for future work. First, the
data set collected from this work is still relatively small, a
larger data set could be collected to make the system more
useful. Second, we could investigate the power of generative
models to create useful dialog systems with long context,
making them more appealing to end-users. Finally, safeguard
methods to prevent the generative models from generating
toxic or fake information need to be investigated.
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