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Abstract

Speech intelligibility prediction for both normal hearing and
hearing impairment is very important for hearing aid devel-
opment. The Clarity Prediction Challenge 2022 (CPC1) was
initiated to evaluate the speech intelligibility of speech signals
produced by hearing aid systems. Modified binaural short-time
objective intelligibility (MBSTOI) and hearing aid speech pre-
diction index (HASPI) were introduced in the CPC1 to under-
stand the basis of speech intelligibility prediction. This pa-
per proposes a method to predict speech intelligibility scores,
namely OBISHI. OBISHI is an intrusive (non-blind) objective
measurement that receives binaural speech input and considers
the hearing-impaired characteristics. In addition, a pre-trained
automatic speech recognition (ASR) system was also utilized
to infer the difficulty of utterances regardless of the hearing
loss condition. We also integrated the hearing loss model by
the Cambridge auditory group and the Gammatone Filterbank-
based prediction model. The total evaluation was conducted
by comparing the predicted intelligibility score of the baseline
MBSTOI and HASPI with the actual correctness of listening
tests. In general, the results showed that the proposed method,
OBISHI, outperformed the baseline MBSTOI and HASPI (im-
proved approximately 10% classification accuracy in terms of
F1 score).

Index Terms: hearing impaired, speech intelligibility, binaural
hearing, hearing aids, hearing loss model

1. Introduction

Hearing aids are a technology that contributes to assisting sen-
sorineural hearing loss. The hearing loss phenomenon can be
explained in several ways. First, the auditory threshold is lifted
above 0 dB or above the auditory threshold in normal hearing
(NH). Second, the contribution of hair cells in inner ear dam-
age to the signal compression and auditory threshold is shifted
to the higher range [1, 2]. These factors describe how the dam-
age in the inner ear and the noise level affect speech perception,
and hearing aids should compensate for the loss. Speech pro-
cessing is needed in hearing aids to enhance speech quality and
intelligibility, especially in noise and reverberation.

One of the important evaluations for hearing aids is the
speech intelligibility metrics. Speech intelligibility often refers
to how accurately speech is understood or the percentage of the
number of words the listener correctly identifies [3, 4]. The
hearing aid speech prediction index (HASPI) by Kates and Are-
hart [5, 6] is often considered in developing hearing aids as an
objective speech intelligibility index. The HASPI model in-
cludes a comparison of the temporal amplitude envelope (TAE)
and temporal fine structure (TFS) that makes the prediction ac-
curacy in both NH and hearing-impaired (HI) processing im-
proved [5]. Unfortunately, the HASPI model has several draw-
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backs; that is, evaluation is limited to the conditions provided
in the training data, handles monaural listening, only considers
the audiogram for the listener’s hearing characteristics, and is
invalid for tonal languages.

Another alternative to measuring objective speech intelligi-
bility is the modified binaural short-time objective intelligibility
(MBSTOI) [7]. This model was developed based on the STOI
metric [8] and is an extended model of discrete binaural STOI
(DBSTOI) [9]. The MBSTOI generates more accurate pre-
dictions than the DBSTOI because it overcomes the tendency
of overestimation when the interferers are spatially distributed.
However, this model utilized a hearing loss model [10] to ap-
proximate the HI auditory thresholds by adding internal noise
and by attenuating the signals. Thus, the baseline model is sen-
sitive to the level of the processed signal.

This study proposes an objective binaural intelligibility
score for the hearing impaired (OBISHI) to improve the speech
intelligibility performance of existing methods. For instance,
unlike the HASPI model, the proposed method handles binau-
ral listening. Additionally, the proposed method considers not
only the listener’s audiogram but also other HI characteristics,
such as the digit-triplet test (DTT) results. The proposed pre-
diction model integrates a pre-trained automatic speech recog-
nition (ASR) system to predict the difficulty of the sentence
regardless of the hearing loss conditions, an HI characteristics
(HICs) predictor, and an intelligibility model built on a gamma-
tone filterbank.

2. Hearing-Impaired Intelligibility Model

The Clarity Challenge' was formed as one part of contributing
to the development of hearing aid technology to improve the
signal processing in the hearing aids system and to predict the
perceived speech in noise (SPIN). One of the main tasks of this
challenge is to predict the speech intelligibility of HI listeners
when they perceive noisy speech processed by a hearing aid
system [4]. It provides audio signals from simulated hearing
aids receiving SPIN with the corresponding reference signals
& transcript, the HI listeners’ characteristics, and the speech
intelligibility score as the ground truth obtained from listening
tests. The simplified baseline system consists of a hearing loss
simulation and binaural speech intelligibility models. However,
the configuration of the prediction model can be altered, for ex-
ample, by combining the hearing loss and speech intelligibility
model with a single model. Two HI intelligibility models are
also introduced in CPC1: HASPI and the baseline MBSTOI
models.

'http://claritychallenqe.org/
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Figure 1: Block diagram of our proposed method. The dashed components were optionally included in the close-set prediction model.
The HIC predictor is excluded in the open-set prediction model due to the unknown hearing characteristics of the unseen listener.

2.1. Hearing Aid Speech Prediction Index

HASPI is an index to predict speech intelligibility for NH and
HI listeners. The model consists of analysis by a fourth-order
gammatone filterbank (GTFB) with bandwidth changes for HI
by a control filterbank. The control filterbank performs the pro-
cessing of loudness recruitment and the signal intensity effect
[11, 12] based on outer-hair cell (OHC). Besides, the damage to
the inner hair cell (IHC), as a transducer that transmits mechani-
cal force to an electrical signal to the brain, reduces transduction
efficiency and results in additional attenuation [2]. The attenu-
ation is represented by IHC firing-rate adaptation [13] in this
model. The HASPI measurement generates cepstral coefficient
sequences from the envelope output of the auditory periphery.
The cepstral coefficient sequences then pass through modula-
tion filters to give filtered sequences. The normalized cross-
covariance is calculated and averaged across the basis func-
tion to produce an averaged vector of covariances. Finally, the
speech intelligibility score is mapped using neural networks.

2.2. Modified Binaural Short-Time Objective Intelligibility

The baseline of the speech intelligibility prediction model for
the Clarity Prediction Challenge 2022 [4] was the MBSTOI
[14].  As the name suggests, MBSTOI is constructed based
on the STOI metric that takes advantage of non-linear process-
ing with no separate noise access requirement. The model also
takes advantage of the first extended version, deterministic bin-
aural STOI (DBSTOI), which covers the binaural processing
and fluctuating interferers [7]. The intermediate correlation co-
efficient of the degraded and reference signals is calculated sim-
ilarly to that in the STOI measurement. Then, the intelligibility
score is defined as the average of the intermediate correlation
across time and 4 octave frequency bands.

The baseline MBSTOI is constructed to predict the SPIN in
broader types of noise, spatially different interferers, linear and
non-linear processing, and reverberation. It corrects the broad-
band delay of the ear model due to hearing loss by running the
Kronecker delta function. However, the baseline model did not
fix the delay after the hearing aid processing. Moreover, a clean
reference was not provided for the tests or evaluation set to cor-
rect the hearing aid processing delay in the challenge. Another
problem with this model is that the MBSTOI is insensitive to
the processed signal level. The measurement is based on the
cross-correlation method, which may produce a highly intelli-
gible result when the sound falls below auditory thresholds.
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3. Proposed Method

The overall process in our method is shown in Fig. 1. The
general inputs for both models are clean speech, improved SPIN
(the output of the hearing aid system), and the audiogram of
the HI listener. The HI characteristics (HIC) of the listener,
including the results of speech, spatial, and qualities of hearing
scale 12 (SSQ12) [15], the Glasgow hearing aid benefit profile
(GHABP) [16], and the digit-triplet test (DTT) [17] were taken
into account for inferring the HIC indices.

Our method has four main components: a HIC predictor,
ASR, a hearing loss model, and an intelligibility model. The
HIC predictor receives the SSQ, GHABP, DTT, and audiogram,
resulting in the HIC indices representing each listener’s charac-
teristics. The imputation approach handled the missing data in
the HIC characteristics, where the mean value is used to fill the
missing data of the SSQ and GHABP of the available listeners.
Meanwhile, we determined the DTT results using a prediction
model by inputting the other listeners’ characteristics and au-
diogram.

The ASR receives the clean speech and the output SPIN as
inputs, and it outputs the word error rate (WER) of the predicted
sentence of the output SPIN with the predicted sentence of the
clean speech as the reference. We utilized a pre-trained ASR
system [18] built using a factorized time delay neural network
(TDNN-F) [19] that was trained on the LibriSpeech dataset
[20]. The purpose of integrating an ASR in our model was to
predict the sentence difficulty regardless of the HI condition (the
recognition rate for the NH listener). The hearing loss model by
the Cambridge auditory group [10] was utilized to estimate the
improved SPIN degraded by hearing loss. The model, namely
Moore, Stone, Baer, and Glasberg (MSGB) model, comprises
simulations of acoustic transformation in the cochlea, spectral
smearing and threshold elevation, and loudness recruitment.

Figure 2 shows a block diagram of how to generate the Con-
volutional Neural Network (CNN) input for our intelligibility
model. We consider the speech inputs to be binaural signals. An
infinite impulse response (IIR) time-domain GTFB? [21] with
32-channels was utilized to analyze the signals from both ears.
Subsequently, we extracted the TAEs from the output of each
channel in the GTFB analysis. These TAEs were then passed
through a CNN (as shown in Fig. 3). The final predictor model
consists of two layers of a fully-connected network with a recti-

2https://github.com/huynguyengc/
MOSA-Net-Cross—Domain/tree/VoiceMOSChallenge/
gammatone_iir
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Figure 3: CNN architecture

fied linear unit (ReLU) activation function that receives the out-
put of the CNN layer, the HIC indices, and the WER to predict
the speech intelligibility score. We used the Adam optimizer al-
gorithm and the mean-squared error (MSE) loss function in the
training process.

4. Evaluation
4.1. Dataset

We utilized the dataset available in the Clarity Prediction Chal-
lenge 1 (CPC1)? [14]. Generally, it consists of a relatively large
number of 44.1-kHz, 32-bit mono or stereo wav files and their
corresponding metadata. The wav files are generated scenes,
interferers, original target speech spoken by British English
speakers, and improved SPINs (the output of SPINs after pass-
ing through hearing aid processors). The metadata provides
detailed information related to the scenes, listeners, and tran-
scripts. The dataset has six speakers, ten hearing aid processors
in the first Clarity Enhancement Challenge [14], and 27 HI lis-
teners. The hearing ability conditions of each listener are also
available, including the pure-tone air-conduction audiogram for
both ears, the DTT [17] results, and two self-assessment results
(i.e., SSQI12 [15] and the GHABP questionnaire [16]). Unfor-
tunately, some of the data of the DTT, SSQ12, and GHABP
questionnaire results were missing for several listeners.

3https://claritychallenge.github.io/clarity_
CPC1l_doc/docs/cpcl_data
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CPC1 has two tracks: track 1 (close-set) and track 2
(open-set). Each track has a different distribution of train-
ing/development and testing sets. The training/development
and testing sets for both tracks do not overlap. We split the
training/development data of track 1 (4,863 scenes) into 90%
for training data and 10% for development data. The testing
data of track 1 consists of 2,421 scenes. Track 2 consists of
3,580 training/development scenes and 632 test scenes. We split
the training and development data by a leave-one-listener-and-
one-system-out approach. This approach results in 2,933 scenes
for training and 647 scenes for development data.

4.2. Evaluation Metrics

We used four metrics for evaluating our model, baseline MB-
STOI, and HASPI: Pearson correlations (p), root-mean-square
error (RMSE), F1 score (F1), and area under the curve (AUC)
[22]. The speech intelligibility prediction model generates an
intelligibility score ranging from 0 to 100, as defined in the
CPCI challenge [4]. Then, we converted the scale of base-
line MBSTOI and HASPI from 0-1 to 0-100 by performing
the RMSE minimization using a sigmoid function. We calcu-
lated the p and RMSE of the predicted scores with the actual
correctness of the subjective listening test. The F1 and AUC
scores were obtained using binary classification (high and low).
The score is classified as high when it is larger than 50 (middle
point of 0—100); otherwise, it is classified as being a low score.
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Table 1: Evaluation results of several speech intelligibility prediction models: MBSTOI (Baseline), HASPI left ear (HASPI (left)),
HASPI right ear (HASPI (right)), and our proposed model with HIC predictor (OBISHI+HIC) and without HIC predictor (OBISHI).

Track 1 (close-set) Track 2 (open-set)
pata syl e p | RMSE | F1(%) | AUC(%) | p | RMSE | F1(%) | AUC (%)
Baseline 0.63 | 33.65+1.42 81.01 76.11 0.48 | 33.77+£0.92 84.57 67.18
HASPI (left) 0.67 | 36.07+1.34 | 73.13 71.91 043 | 43.58+1.02 | 5291 58.15
Dev HASPI (right) | 0.67 | 35.57+1.34 73.10 72.27 045 | 4240+ 1.01 57.16 58.67
OBISHI 0.70 | 2597 +1.21 88.55 85.23 0.60 | 22.81 +0.84 90.92 77.19
OBISHI+HIC | 0.77 | 23.97 +1.16 88.21 86.13
Baseline 0.62 | 28.52+0.58 | 81.83 75.74 0.53 | 36.52+1.35 | 68.39 63.74
HASPI (left) 0.60 | 37.72+0.60 | 68.33 68.56 057 | 37.87+£1.20 | 67.88 63.58
Test HASFPI (right) | 0.60 | 37.66 £ 0.60 68.33 68.56 0.55 | 38.61+1.23 67.05 67.99
OBISHI 0.68 | 27.86 £0.54 | 85.04 80.72 0.67 | 28.29+1.06 | 82.90 78.69
OBISHI+HIC | 041 | 37.19+£0.72 85.16 87.11
0 Normal
Mild 100 94.75
504 Moderate 84.24
o Severe 75.93
z Profound 80 71.19
3 407
>
] o 60
o 60 L3
£ e 40
O 801
I
\ 20
100
—o— left ear
—— right ear
120 L v : : : ‘ | 0
P @0 @@ g ®° o® Q0
L e «® &® W Baseline m HASPI (Ieft) m HASPI (right) = OBISHI

Frequency (Hz)

Figure 4: A case study on listener L0217. The left panel shows the audiogram of listener L0217. The right panel shows the speech
intelligibility predictions results using comparative methods in terms of F1 score.

4.3. Results

Table 1 shows the total evaluation results of three models in both
the development and testing phases. In general, our method
improved the intelligibility prediction compared to the baseline
and HASPI models.

[Development phase] In comparison with the baseline
model, our prediction method significantly reduces the RMSE
by approximately 10% and classification accuracy (F1 and
AUC) by more than 5% for both tracks. An additional hearing
characteristic predictor could also slightly improve the close-set
scenario prediction. The performance of HASPI is generally not
as high as that of the baseline and proposed models.

[Testing phase] Overall results during the testing phase
also indicate that our proposed method has the best perfor-
mance. However, although the classification accuracy could be
improved, the additional HIC predictor in the proposed model
(OBISHI+HIC) increased the RMSE and reduced the correla-
tion. We predicted that this issue was caused by the rising num-
ber of missing hearing characteristics data occurring in the test
set of track 1, which is larger than the development set. Al-
though the imputation approach has been applied to the missing
data, the model may fail to predict the relevant hearing char-
acteristics beneficial for predicting speech intelligibility scores.
Without the HIC predictor, our proposed method can improve
the prediction accuracy, especially in track 2.

[A case study] We also plotted the classification prediction
results and the audiogram of a specific HI listener ‘L0217’ in
Fig. 4. We chose this listener because the hearing condition
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of the left ear is different than the right ear. The audiogram in
Fig. 4 revealed listener L0217 has profound hearing loss in the
right ear but a moderate hearing loss in the left ear at a higher
frequency (> 4 kHz). This condition is well represented by
the HASPI model, where the left ear is better than the right ear.
Meanwhile, the proposed model can balance the intelligibility
prediction of both ears (F1 = 84.24%) better than the baseline
model (F1 =71.19%).

5. Conclusions

This paper proposed an objective binaural intelligibility score
for the hearing impaired, OBISHI. The OBISHI belongs to an
intrusive metric that considers the HI characteristics for predict-
ing the speech intelligibility score. Additionally, we utilized an
ASR system to infer the difficulty of the utterances in an NH
condition. We integrated the MSBG hearing loss model with
our constructed GTFB-based predictor model in the intelligibil-
ity model. The evaluation was conducted using a training test
split method on two tracks (close-set and open-set). We also
compared the predicted intelligibility score of the baseline MB-
STOI and HASPI with the actual correctness from the listening
test. The results showed that our method could significantly im-
prove the prediction of the baseline MBSTOI and HASPI for
both close-set and open-set tracks. In addition, our proposed
method significantly improved the speech intelligibility predic-
tion when the listener has different hearing impaired conditions
of left and right ears compared to the baseline method.
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