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ABSTRACT

In this paper we present a series of experiments that evaluate
the performance of two DTN implementations, DTN2 and
IBR-DTN, in urban mobility scenarios. The experiments
were carried out on the wireless network emulation testbed
named QOMB, which was extended to support such DTN
evaluations. Our quantitative assessment verified the basic
behavior of the DTN implementations, but also identified
scalability issues for DTN2 in scenarios with as few as 26
nodes. These results emphasize the need for more extensive
large-scale experiments with DTN applications and proto-
cols for comprehensive evaluations in view of functionality
validation and performance optimization. This can be read-
ily achieved through the use of emulation testbeds such as
the one that we have developed.

Categories and Subject Descriptors

C.4 [Performance of Systems]: Measurement techniques

Keywords

Performance evaluation, DTN implementation, network em-
ulation

1. INTRODUCTION
The concept of Delay Tolerant Networks (DTN) was first

put forward in connection with deep-space communications
and the so called “Interplanetary Internet” [2]. However,
delay is not the only type of impairment that can occur, and
the terms “Disruption Tolerant Networks” (using the same
acronym, DTN) or “challenged networks” started to be used
as well [6]. This made it clear that the DTN paradigm can
be applied to a wide range of network categories, such as
mobile networks, ad hoc networks, or sensor networks.
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We estimate that in the near future the concepts related to
DTN will find more and more applications to everyday sce-
narios. However, a wide-scale deployment of DTN protocols
and applications cannot be made without a proper evalua-
tion of the corresponding implementations in realistic sce-
narios, so as to ensure that they perform as expected under
various circumstances. In this paper we evaluate the DTN2
reference implementation [4] and also the IBR-DTN imple-
mentation [10], focusing on the quantitative assessment of
their performance characteristics in urban mobility scenar-
ios, in which nodes move in a realistic manner in a virtual
city-like environment.

For experiments we used the wireless network emulation
testbed named QOMB, developed at the Hokuriku StarBED
Technology Center, National Institute of Information and
Communications Technology, located in Ishikawa, Japan [1].
QOMB functionality was further extended as required for
DTN-related experiments. The main advantage of using
QOMB when compared to previous approaches is that it
makes possible realistic experiments at large scale, includ-
ing aspects such as node mobility, while using real imple-
mentations of the DTN protocol. Such experiments are not
possible otherwise, neither by using existing (fixed) network
testbeds nor through simulation.

The main contributions of this paper are:

• We evaluated for the first time through emulation the
DTN2 reference implementation and the IBR-DTN im-
plementation in several urban mobility scenarios;

• We identified scalability issues of the DTN2 reference
implementation in scenarios with as few as 26 nodes,
thus demonstrating the need to do more extensive ex-
periments for functionality and performance assess-
ment.

The remainder of this paper is organized as follows. In
Section 2 we present a brief overview of QOMB and its ex-
tension for DTN experiments; we also summarize the main
features of the DTN implementations that we evaluated.
Then, in Section 3, we discuss a series of experiments that
assess the performance of the DTN2 and IBR-DTN imple-
mentations through emulation in several realistic scenarios.
In Section 4 we introduce some related work that was carried
out in the context of DTN. The paper ends with conclusions,
acknowledgments and references.
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2. DTN EMULATION TESTBED

2.1 Overview
QOMB is a wireless network emulation testbed initially

created for IEEE 802.11 network emulation [1]; its main
components are StarBED and QOMET. StarBED is a large-
scale wired-network testbed of the National Institute of In-
formation and Communications Technology, Japan. With
over 1100 interconnected PCs, users can perform a wide
range of network experiments on StarBED, which is the
physical infrastructure of QOMB.

QOMET (Quality Observation and Mobility Experiment
Tools) is a set of tools for wireless network emulation that
can be run on StarBED. QOMET allows the definition of
various complex scenarios, including node mobility and ur-
ban settings. Several new features and components were
required in order to make DTN emulation experiments pos-
sible on QOMB, but they will not be discussed here because
of lack of space.

QOMB experiment hosts have different characteristics de-
pending on their “age”. In the experiments presented in
this paper we used machines with Intel Pentium 4 3.2 GHz
CPUs with 1 Gbps Ethernet network interfaces; each emu-
lated node was run on a single physical machine.

2.2 DTN Implementations
We used two DTN implementations on our testbed. One

is DTN2, the reference implementation by the Delay Toler-
ant Networking Research Group (DTNRG) of the Internet
Research Task Force (IRTF) [4]. The other is IBR-DTN,
which is “a lightweight, modular and portable bundle proto-
col implementation and DTN daemon” [10].

In our evaluation we used the applications called dtnping

and dtnperf in DTN2. We also used the routing protocols
called flood and dtlsr. The dtnping application is also avail-
able in IBR-DTN, but the dtnperf application is missing.
The authors of IBR-DTN reportedly relied on the commands
“dtnsend” and “dtnrecv” plus some custom code for this
purpose, which does not allow the reproduction of the re-
sults by independent parties. Although IBR-DTN lacks the
dtlsr protocol implementation from DTN2, it does provide
an equivalent to flood routing. For both implementations
links were established using a discovery protocol.

3. EXPERIMENTAL RESULTS
In this section we present several results obtained by run-

ning DTN2 and IBR-DTN on our emulation testbed. The
experiments that will be presented next were preceded by a
series of preliminary experiments that confirmed the basic
operation of the two implementations, including in simple
2-3 node emulation scenarios. Due to the lack of space we
omit the detailed presentation of the results. However, we
want to note that during these experiments we have discov-
ered that, depending on conditions, the RTT shown by the
dtnping implementation in DTN2 is at best of several tens of
ms, which is about 10 times larger than the RTT shown by
the dtnping in IBR-DTN, and even 40 times larger than the
RTT shown by the typical ping command on those experi-
ment hosts. The dtnperf results were nevertheless close to
expectations, which makes us suspect the existence of a bot-
tleneck in DTN2 that has a significant effect for short trans-
actions, such as those in dtnping, but becomes concealed in
long ones, such as the dtnperf tests. We also noticed that it

takes around 30 s for dtlsr routing in DTN2 to reestablish a
link in multi-hop communication with mobility.

3.1 Scenario overview
Following the basic experiments presented so far, we pro-

ceeded to larger-scale experiments aimed at determining how
the DTN implementations performs in realistic scenarios
with multiple mobile nodes in an urban environment.

Our scenario included 25 mobile nodes plus 1 fixed com-
munication gateway. The mobile nodes started from an ini-
tial position near the gateway, and moved towards individual
destinations within a 400 x 300 m area. The main param-
eters for wireless communication were: transmit power 10
dBm for IEEE 802.11b, and propagation attenuation 3.32.
Traffic was generated using dtnping from all nodes with the
gateway as destination. The interval between dtnping re-
quests was 10 s for DTN2 (to lower network load), and about
1 s for IBR-DTN, which does not allow changing this param-
eter. Each experiment run lasted for 10 minutes.

These initial experiments showed a very poor performance
of DTN2 when all the nodes were sending traffic, with dt-
nping success rates of only 6% for flooding and 28% for dtlsr,
compared to 50% in the case of IBR-DTN (which was gen-
erating 10 times more traffic per node).

We assumed that high mobility is the cause of this low
performance of DTN2, and we simplified the above scenario
so as to only include 5 mobile nodes, namely #1, #3, #6,
#18 and #22, whereas all the other nodes are placed from
the beginning at their corresponding destinations. The des-
tinations are shown in Figure 1, which presents a snapshot
from this scenario at time 250 s. To reduce the network
load, we also reduced the number of senders (from the ini-
tial 26), and we run several variations of this urban mobility
scenarios with 5 mobile nodes out of 26, as follows:

• 5 mobile: All the 5 mobile nodes and the gateway send
dtnping towards the gateway GW0;

• 1 mobile: Only the mobile node #1 and the gateway
send dtnping towards the gateway GW0;

• 5 fixed : A total of 5 fixed nodes (#8, #11, #15, #17
and #20) and the gateway send dtnping towards GW0;

• 1 fixed : Only fixed node #8 and the gateway send
dtnping towards the gateway GW0.

The reason for having the gateway ping itself in our exper-
iments was first of all in order to have a comparison element.
We then realized that in the case of DTN2 even for these
messages successful replies are not 100% received, demon-
strating that poor dtnping performance characteristics are
related to the CPU overload of the experiment hosts.

3.2 Results for dtnping
The dtnping results of these experiments are summarized

in Figure 2 for DTN2 using flood and dtlsr (1 request per
10 s), and IBR-DTN using flood (1 request per 1 s). We
first observe that DTN2 flood shows better performance that
DTN2 dtlsr in all cases, which is counter-intuitive given that
flooding should put a higher load on the network. Thus, for
the experiment “5 mobile”, flooding leads to almost 40% dt-
nping success rate, whereas dtlsr produced less than half of
this. In the experiment “1 mobile”, DTN2 performance in-
creases both for flood and dtlsr, probably due to the reduced
number of senders, hence the reduced network load.
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Figure 1: Urban mobility scenario for DTN experi-

ments with 26 nodes.
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Figure 2: Successful dtnping replies for DTN2 and

IBR-DTN experiments with 26 nodes.

The results from the DTN2 experiments “5 fixed” and “1
fixed” are less good compared to those of their counterparts
“5 mobile” and “1 mobile”, respectively. This is explained by
the smaller number of connection opportunities of the fixed
nodes compared to the mobile ones. The only exception is
the fact that the success rate for dtlsr in experiment “5 mo-
bile” (around 13%) is lower than the corresponding rate in
experiment “5 fixed” (around 25%). This is probably jus-
tified by the fact that it is easier for dtlsr to manage the
topology for the fixed nodes compared to the mobile ones.

The IBR-DTN results show a similar trend, with the re-
sults of the mobile experiments being better that those of
the fixed ones, both for the “5” series and for the “1” series
of experiments. However, the difference is only of a few per-
cents, proving a better general performance of dtnping in
IBR-DTN. Moreover, the absolute values around 90% are
closer to the maximum value, despite the message rate of 1
request per second. On the contrary, DTN2 has less than
half the same performance, even though the message rate
per node is 10 times lower.
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Figure 3: Average dtnperf goodput per node for

DTN2 experiments with 26 nodes.

3.3 Results for dtnperf
We also conducted an evaluation using dtnperf in the same

conditions as above, except that the gateway GW0 was not
sending any traffic to itself. Only the DTN2 implementation
could be used in this case, since IBR-DTN lacks an equiva-
lent tool. The results in Figure 3 show again that the dtlsr
performance is lower compared to flood in all cases.

We also observed an interesting effect that corroborates
our previous hypothesis about the network load effect on
performance for DTN2. Thus, the dtnperf results for flood-
ing have an opposite trend to those for dtnping: “5 mobile”
throughput is lower than “5 fixed” throughput, and “1 mo-
bile” throughput is lower than “1 fixed” although the equiv-
alent dtnping results were exactly the opposite. We inter-
pret this as follows: high throughput as reported by dtnperf
indicates good communication conditions; for dtnping this
results initially in a higher number of requests being deliv-
ered to the destination, which leads to an increased network
(and processing) load and then to a decrease in the dtnping
success rate. Nevertheless, for dtlsr, which does not cause
a significant network load, the dtnperf results mirror more
closely those of dtnping.

The poor results of dtlsr compared to flood in all our
experiments, while counter-intuitive, may be explained by
the fact that the sparse placement of the fixed nodes de-
creases the network overload caused by flooding, whereas it
increases the complexity of the topology that needs to be
constructed by dtlsr. However, these results may also indi-
cate an implementation issue for dtlsr, or at least some kind
of misconfiguration (even though we have used its default
parameters).

3.4 Reducing scenario scale
Because of the unsatisfactory results obtained in the 26

node experiment, we have not attempted to run any larger-
scale scenarios, even though the testbed would have easily
allowed it. Instead, we have performed a series of experi-
ments in which we decreased the scale to a total of 10 nodes
(out of which 3 are mobile) with between 3 and 10 traffic
senders. Although we cannot present the results here due
to lack of space, we note that the dtnping and dtnperf re-
sults were according to our expectations, both for DTN2
and IBR-DTN, with dtnping success rates close to 100% in
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most cases. An exception is the performance of the flood
routing protocol in the case with 10 senders for DTN2, as
the success rate was only around 40%. One may attribute
this low performance to the overload caused by the packet
flood as before, but this was not expected given the low rate
of requests (one request per 10 s from each node, hence a
total average of 1 request per second), especially when in the
same circumstances IBR-DTN performance was over 90%,
while having a 10 times higher request rate per node.

As a final note, we would like to stress the fact that pre-
liminary investigations show that DTN2 and IBR-DTN per-
formance can be improved by changing the default param-
eters. Such changes refer mainly to whether the processed
data is being stored on disk or in memory. In this respect
we plan to do an objective evaluation for various sets of pa-
rameters. Nevertheless, source code optimizations may also
be required in order to achieve production-level performance
characteristics.

4. RELATED WORK
Real DTN implementations have been previously evalu-

ated, but only on a low scale. For instance, in [5] two sce-
narios with one sender, one receiver and up to 4 hops are
compared through emulation experiments done on Emulab.
The work in [9] uses 4 real wireless nodes for the evaluation,
and includes a low-level performance analysis. The DTN2
and IBR-DTN implementations are compared in [10] from
throughput point of view using a 2-node scenario.

On the other hand, there is a considerable number of
works that do DTN evaluations at large-scale through sim-

ulation, such as [8], which used a realistic scenario with 600
vehicles. By contrast, our testbed allows to assess perfor-
mance of real DTN implementations in large-scale scenarios,
hence leads to results with a direct practical application.

A DTN testbed using real nodes is DTN-Bone, described
as an“effort to establish a worldwide collection of nodes run-
ning DTN bundle agents and applications” [3]. This testbed
currently connects around 9 institutions, but makes avail-
able only a little more than a dozen nodes. Hence, we po-
sition DTN-Bone more as an inter-operability testbed, given
that 5 different implementations of DTN are being run on
it, rather than as a testbed for DTN performance testing.
Similarly, the DTN testbed presented in [7] includes only 12
geographically-spread nodes.

5. CONCLUSION
In this paper we employed a DTN emulation testbed for a

series of experiments that assessed the performance charac-
teristics of the DTN2 and IBR-DTN implementations. Our
extensive evaluation in urban mobility scenarios, which we
believe to be the first of its kind, helped identify several
issues that demonstrate the need to perform extensive re-
peatable experiments with DTN applications and protocols.

With 2-3 nodes, both DTN2 and IBR-DTN functioned as
expected. DTN2 performance degraded quickly with scale,
leading to poor results for 26-node scenarios, even if only
some of them are mobile. Results were somewhat better for
goodput measurements using dtnperf. For 10 node scenar-
ios performance was closer to the expected one; still, even in
this case some issues were detected in high-mobility condi-
tions. While dtlsr in DTN2 had relatively good performance
in good connectivity conditions, the performance was lower

than expected in sparse networks and in the presence of
mobility, which leads us to believe that the dtlsr implemen-
tation itself is to be blamed in some of these circumstances.
IBR-DTN behaved as expected in all the tested scenarios.

Our experiments have also illustrated how the emulation
testbed that we designed and implemented can be used for
a thorough assessment of the performance characteristics of
DTN applications and protocols. This makes possible per-
formance optimizations procedures, by allowing to identify
performance bottlenecks through precise controlled experi-
ments, followed by testing the improved implementation in
exactly the same scenarios, so as to validate that the prob-
lems were fixed. We believe that such performance testing
is mandatory should one wish to apply the DTN paradigm
to everyday situations, in which node count is large and net-
work conditions are difficult to predict.
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